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M
Introduction

athematics has been evolving for over four thousand years. We still measure angles using the
360-degree system introduced by the Babylonians. Geometry came of age with the ancient Greeks,
who also understood irrational numbers. The Moorish civilization developed algebra and
popularized the idea of zero as a number.

Mathematics has a rich history for good reason. It is both stunningly useful—the language of
science, technology, architecture, and commerce—and profoundly satisfying as an intellectual pursuit.
Not only does mathematics have a rich past, but it continues to evolve, both in the sophistication of
approaches to established areas and in the discovery or invention of new areas of investigation.
Recently computers have provided a new way to explore the unknown, and even if traditional
mathematical proofs are the end product, numerical simulations can provide a source of new intuition
that speeds up the process of framing conjectures.

Only a lunatic would pretend that all mathematics could be presented in 200 bite-sized chunks.
What this book does attempt to do is to describe some of the achievements of mathematics, both
ancient and modern, and explain why these are so exciting. In order to develop some of the ideas in
more detail it seemed natural to focus on core mathematics. The many applications of these ideas are
mentioned only in passing.

The ideas of mathematics build on each other, and the topics in this book are organized so that
cognate areas are reasonably close together. But look out for long-range connections. One of the
amazing features of mathematics is that apparently separate areas of study turn out to be deeply
connected. Monstrous moonshine (page 300) provides a modern example of this, and matrix equations
(page 272) a more established link.

This book is thus a heady distillation of four thousand years of human endeavor, but it can only be a
beginning. I hope it will provide a springboard for further reading and deeper thought.

Paul Glendinning,
October 2011



N
Numbers

umbers at their most elementary are just adjectives describing quantity. We might say, for
instance, “three chairs” or “two sheep.” But even as an adjective, we understand instinctively that the
phrase “two and a half goats” makes no sense. Numbers, then, can have different uses and meanings.

As ancient peoples used them in different ways, numbers acquired symbolic meanings, like the
water lily that depicts the number 1000 in Egyptian hieroglyphs. Although aesthetically pleasing, this
visual approach does not lend itself to algebraic manipulation. As numbers became more widely
used, their symbols became simpler. The Romans used a small range of basic signs to represent a
huge range of numbers. However, calculations using large numbers were still complicated.

Our modern system of numerals is inherited from the Arabic civilizations of the first millennium
AD. Using 10 as its base (see page 18), it makes complex manipulations far easier to manage.



N
Natural numbers

atural numbers are the simple counting numbers (0, 1, 2, 3, 4, . . .). The skill of counting is
intimately linked to the development of complex societies through trade, technology, and
documentation. Counting requires more than numbers, though. It involves addition, and hence
subtraction too.

As soon as counting is introduced, operations on numbers also become part of the lexicon—
numbers stop being simple descriptors, and become objects that can transform each other. Once
addition is understood, multiplication follows as a way of looking at sums of sums—how many
objects are in five groups of six?—while division offers a way of describing the opposite operation
to multiplication—if thirty objects are divided into five equal groups, how many objects are in each?

But there are problems. What does it mean to divide 31 into 5 equal groups? What is 1 take away
10? To make sense of these questions we need to go beyond the natural numbers.





T
One

ogether with zero, the number one is at the heart of all arithmetic. One is the adjective for a
single object: by repeatedly adding or subtracting the number to or from itself, all the positive and
negative whole numbers, the integers, can be created. This was the basis of tallying, perhaps the
earliest system of counting, whose origins can be traced back to prehistoric times. One also has a
special role in multiplication: multiplying any given number by one simply produces the original
number. This property is expressed by calling it the multiplicative identity.

The number one has unique properties that mean it behaves in unusual ways—it is a factor of all
other whole numbers, the first nonzero number and the first odd number. It also provides a useful
standard of comparison for measurements, so many calculations in mathematics and science are
normalized to give answers between zero and one.



Z
Zero

ero is a complex idea, and for a long time there was considerable philosophical reluctance to
recognize and put a name to it. The earliest zero symbols are only found between other numerals,
indicating an absence. The ancient Babylonian number system, for instance, used a placeholder for
zero when it fell between other numerals, but not at the end of a number. The earliest definitive use of
zero as a number like any other comes from Indian mathematicians around the ninth century.

Aside from philosophical concerns, early mathematicians were reluctant to embrace zero because
it does not always behave like other numbers. For instance, division by zero is a meaningless
operation, and multiplying any number by zero simply gives zero. However, zero plays the same role
in addition as one does in multiplication. It is known as the additive identity, because any given
number plus zero results in the original number.



I
Infinity

nfinity (represented mathematically as ∞) is simply the concept of endlessness: an infinite object is
one that is unbounded. It is hard to do mathematics without encountering infinity in one form or
another. Many mathematical arguments and techniques involve either choosing something from an
infinite list, or looking at what happens if some process is allowed to tend to infinity, continuing
toward its infinite limit.

Infinite collections of numbers or other objects, called infinite sets (see page 48), are a key part of
mathematics. The mathematical description of such sets leads to the beautiful conclusion that there is
more than one sort of infinite set, and hence there are several different types of infinity.

In fact there are infinitely many, bigger and bigger, kinds of infinite set, and while this may seem
counterintuitive, it follows from the logic of mathematical definitions.



A
Number systems

number system is a way of writing down numbers. In our everyday decimal system, we represent
numbers in the form 434.15, for example. Digits within the number indicate units, tens, hundreds,
tenths, hundredths, thousandths and so on, and are called coefficients. So 434.15 = (4 × 100) + (3 ×

10) + (4 × 1) +  + . This is simply a shorthand description of a sum of powers of ten
(see page 28), and any real number (see page 22) can be written in this way.

But there is nothing special about this “base 10” system. The same number can be written in any
positive whole-number base n, using coefficients ranging from 0 up to n − 1. For example, in base

two or binary, the number 8  can be written as 1000.0101. The coefficients to the left of the
decimal point show units, twos, fours, and eights—powers of 2. Those to the right show halves,
quarters, eighths, and sixteenths. Most computers use the binary system, since two coefficients (0 and
1) are easier to work with electronically.





T
The number line

he number line is a useful concept for thinking about the meaning of mathematical operations. It is
a horizontal line, with major divisions marked by the positive and negative whole numbers stretching
away in each direction. The entire range of whole numbers covered by the number line are known as
the integers.

Addition of a positive number corresponds to moving to the right on the number line by a distance
equivalent to the given positive number. Subtraction of a positive number corresponds to moving to
the left by that positive distance. Thus one minus ten means moving 10 units to the left of 1, resulting
in minus nine, written −9.

In between the whole number integers shown, there are other numbers, such as halves, thirds, and
quarters. These are ratios formed by dividing any integer by a nonzero integer. Together with the
natural numbers—zero and the positive whole numbers, which are effectively ratios divided by 1—
they form the rational numbers. These are marked by finer and finer subdivisions of the number line.

But do the rational numbers complete the number line? It turns out that almost all the numbers
between zero and one cannot be written as ratios. These are known as irrational numbers, numbers
whose decimal representations never stop and are not eventually repeating. The complete set of
rationals and irrationals together are known as the real numbers.



N
Families of numbers

umbers can be classified into families of numbers that share certain properties. There are many
ways of putting numbers into classes in this way. In fact, just as there is an infinity of numbers, there
is an infinite variety of ways in which they can be subdivided and distinguished from one another. For
example the natural numbers, whole numbers with which we count objects in the real world, are just
such a family, as are the integers—whole numbers including those less than zero. The rational
numbers form another family, and help to define an even larger family, the irrational numbers. The
families of algebraic and transcendental numbers (see page 38) are defined by other behaviors
while the members of all these different families are members of the real numbers, defined in
opposition to the imaginary numbers (see page 46).

Saying that a number is a member of a certain family is a shorthand way of describing its various
properties, and therefore clarifying what sort of mathematical questions we can usefully ask about it.
Often, families arise from the creation of functions that describe how to construct a sequence of
numbers. Alternatively, we can construct a function or rule to describe families that we recognize
intuitively.

For instance, we instinctively recognize even numbers, but what are they? Mathematically, we
could define them as all natural numbers of the form 2 × n where n is itself a natural number.
Similarly, odd numbers are natural numbers of the form 2n + 1, while prime numbers are numbers
greater than 1, whose only divisors are 1 and themselves.

Other families arise naturally in mathematics—for example in the Fibonacci numbers (1, 2, 3, 5, 8,
13, 21, 34, . . .), each number is the sum of the previous two. This pattern arises naturally in both
biology and mathematics (see page 86). Fibonacci numbers are also closely connected to the golden
ratio (see page 37).

Other examples include the multiplication tables, which are formed by multiplying the positive
integers by a particular number, and the squares, where each number is the product of a natural
number with itself: n times n, or n2, or n squared.



T
Combining numbers

here are a number of different ways of combining any two given numbers. They can be added
together to form their sum, subtracted to form their difference, multiplied together to form their
product, and divided, provided the divisor is nonzero, to form their ratio. In fact, if we think of a − b

as a + (−b) and  as a × , then the only operations really involved are addition and

multiplication, together with taking the reciprocal to calculate .
Addition and multiplication are said to be commutative, in that the order of the numbers involved

does not matter, but for more complicated sequences, the order in which operations are performed
can make a difference. To aid clarity in these cases, certain conventions have been developed. Most
important, operations to be performed first are written in brackets. Multiplication and addition also
satisfy some other general rules about how brackets can be reinterpreted, known as associativity and
distributivity, demonstrated opposite.





R
Rational numbers

ational numbers are numbers that can be expressed by dividing one integer by another nonzero
integer. Thus all rational numbers take the form of fractions or quotients. These are written as one
number, the numerator, divided by a second, the denominator.

When expressed in decimal form, rational numbers either come to an end after a finite number of
digits, or one or a number of digits are repeated forever. For instance, 0.3333333 . . . is a rational

number expressed in decimal form. In fraction form, the same number is . It is also true to say that
any decimal number that comes to an end or repeats must be a rational number, expressible in
fractional form.

Since there is an infinite number of integers, it is not surprising to find that there are an infinite
number of ways of dividing one by another, but this does not mean there is a “greater infinity” of
rational numbers than that of the integers.





T
Squares, square roots, and powers

he square of any number x is the product of the number times itself, denoted x2. The term
originates from the fact that the area of a square (with equal sides) is the length of a side times itself.
The square of any nonzero number is positive, since the product of two negative numbers is positive,
and the square of zero is zero. Conversely, any positive number must be the square of two numbers, x
and −x. These are its square roots.

More generally, multiplying a number x by itself n times gives x to the power of n, written xn.
Powers have their own combination rules, which arise from their meaning:

xn × xm = xn+m, (xn)m = xnm, x0 = 1, x1 = x, and x−1 = 

It also follows from the formula (xn)m = xnm that the square root of a number can be thought of as that

number raised to the power of one-half, i.e., .





P
Prime numbers

rime numbers are positive integers that are divisible only by themselves and 1. The first eleven
are 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, and 31, but there are infinitely many. By convention, 1 is not
considered prime, while 2 is the only even prime. A number that is neither 1 nor a prime is called a
composite number.

Every composite number can be written uniquely as a product of prime factors multiplied together:
for example, 12 = 22 × 3, 21 = 3 × 7, and 270 = 2 × 33 × 5. Since prime numbers cannot be factorized
themselves, they can be thought of as the fundamental building blocks of positive integers. However,
determining whether a number is prime, and finding the prime factors if it is not, can be extremely
difficult. This process is therefore an ideal basis for encryption systems.

There are many deep patterns to the primes, and one of the great outstanding hypotheses of
mathematics, the Riemann hypothesis (see page 396), is concerned with their distribution.





A
Divisors and remainders

number is a divisor of another number if it divides into that number exactly, with no remainder.
So 4 is a divisor of 12, because it can be divided into 12 exactly three times. In this kind of operation,
the number being divided, 12, is known as the dividend.

But what about 13 divided by 4? In this case, 4 is not a divisor of 13, since it divides into 13 three
times, but leaves 1 left over. One way of expressing the answer is as three, remainder one. This is
another way of saying that 12, which is 3 × 4, is the largest whole number less than the dividend (13)
that is divisible by four, and that 13 = 12 + 1. When the remainder of one is now divided by four, the

result is the fraction , so the answer to our original question is 3 .
3 and 4 are both divisors of 12 (as are 1, 2, 6 and 12). If we divide one natural number, p say, by

another, q, that is not a divisor of p, then there is always a remainder, r, which is less than q. This
means that in general p = kq + r, where k is a natural number, and r is a natural number less than q.

For any two numbers p and q, the greatest common divisor, GCD, also known as the highest
common factor, is the largest number that is a divisor of both p and q. Since 1 is obviously a divisor
of both numbers, the GCD is always greater than or equal to 1. If the GCD is 1, then the numbers are
said to be coprime—they share no common positive divisors except 1.

Divisors give rise to an interesting family of numbers called “perfect numbers.” These are numbers
whose positive divisors, excluding themselves, sum to the value of the number itself. The first and
simplest perfect number is 6, which is equal to the sum of its divisors, 1, 2 and 3. The second perfect
number is 28, which is equal to 1 + 2 + 4 + 7 + 14. You have to wait a lot longer to find the third:
496, which is equal to 1 + 2 + 4 + 8 + 16 + 31 + 62 + 124 + 248.

Perfect numbers are rare, and finding them is a challenge. Mathematicians have yet to find
conclusive answers to some important questions, such as whether there are an infinite number of
perfect numbers, or whether they are all even.



A
Euclid’s algorithm

n algorithm is a method, or recipe, for solving a problem by following a set of rules. Euclid’s
algorithm is an early example, formulated around 300 BC. It is designed to find the greatest common
divisor, GCD, of two numbers. Algorithms are fundamental to computer science, and most electronic
devices use them to produce useful output.

The simplest version of Euclid’s algorithm uses the fact that the GCD of two numbers is the same
as the GCD of the smaller number and the difference between them. This allows us to repeatedly
remove the larger number in the pair, reducing the size of the numbers involved until one vanishes.
The last nonzero number is then the GCD of the original pair.

This method can take many repetitions to reach the answer. A more efficient method, the standard
algorithm, replaces the larger number by the remainder obtained when dividing it by the smaller
number, until there is no remainder.





I
Irrational numbers

rrational numbers are numbers that cannot be expressed by dividing one natural number by another.
Unlike rational numbers, they cannot be expressed as a ratio between two integers, or in a decimal
form that either comes to an end or lapses into a regular pattern of repeating digits. Instead, the
decimal expansions of irrational numbers carry on forever without periodic repetition.

Like the natural numbers and the rationals, the irrationals are infinite in extent. But while the
rationals and the integers are sets of the same size, or cardinality (see page 56), the irrationals are far
more numerous still. In fact their nature makes them not only infinite, but uncountable (see page 64).

Some of the most important numbers in mathematics are irrational, including π, the ratio between
the circumference of a circle and its radius, Euler’s constant e, the golden ratio shown opposite, and 

, the square root of 2.



A
Algebraic and transcendental numbers

n algebraic number is one that is a solution to an equation involving powers of the variable x, a
polynomial (see page 184) with rational coefficients, while a transcendental number is one that is not
such a solution. The coefficients in such equations are the numbers that multiply each of the variables.

For example,  is irrational, since it cannot be written as a ratio of two whole numbers. But it is
algebraic, since it is the solution of x2 − 2 = 0, which has rational coefficients (1 and 2). All rational

numbers are algebraic, since any given ratio  can be found as the solution of qx − p = 0.

We might expect transcendental numbers to be rare, but in fact the opposite is true.  is
exceptional, and almost all irrationals are also transcendental. Proving this is very difficult, but a
randomly chosen number between zero and one would almost certainly be transcendental. This raises
the question of why mathematicians spend so much time solving algebraic equations, ignoring the vast
majority of numbers.





π
π

is a transcendental number and one of the fundamental constants of mathematics. Represented by
the Greek letter π, it turns up in a variety of different and unexpected places. It is so important that
some mathematicians and computer scientists have devoted a great deal of time and effort toward
calculating it ever more precisely. In 2010 the largest number of decimal places reported to have
been calculated, using a computer of course, was over 5 trillion!

For all practical purposes, such precision is unnecessary, and π can be approximated by rational

numbers  and , or in decimal notation, by 3.14159265358979323846264338. It was first
discovered through geometry, perhaps as early as 1900 BC in Egypt and Mesopotamia, and is usually
introduced as the ratio of the circumference of a circle to its diameter. Archimedes used geometry to
find upper and lower bounds for this value (see page 92), and it has since been found to appear in
fields as apparently unrelated as probability and relativity.





e
e

  is a transcendental number and one of the fundamental constants of mathematics. Known as
Euler’s constant, it has a value of approximately 2.71828182845904523536028747. Its natural home
is in mathematical analysis, and although engineers and physicists are happy to work with powers of
ten and logarithms (see page 44) to the base ten, mathematicians almost always work with powers of
e and logarithms to the base e. These are known as natural logarithms.

Like π, e has many definitions. It is the unique real number for which the derivative (see page 208)

of the function , the exponential function, is itself. It is a natural proportion in probability; and it
has many representations in terms of infinite sums.

e is intimately related to π, since trigonometric functions (see page 200), which are often expressed
using π, can also be defined using the exponential function.



L
Logarithms

ogarithms are a useful way of measuring the order of magnitude of a number. The logarithm of a
number is the power to which a fixed number, the base, must be raised in order to produce the given
number. If a given number b can be expressed as 10a then we say that a is the logarithm to base 10 of
b, denoted log(b). Since the product of a number raised to different powers can be obtained by adding
those powers, we can also use logarithms to achieve any multiplication involving powers.

Thus by setting an = x and am = y, the rule anam = an+m can be written in logarithmic form as
log(xy) = log(x) + log(y), while (an)w = anw is log(xw) = wlog(x).

These rules were used to simplify large calculations in an era before electronic calculators, by
using logarithm tables or slide rules—two rulers with logarithmic scales that move against each
other, where addition of the scales implies multiplication.



i

i is a “number” used to represent the square root of −1. This otherwise unrepresentable concept is not
really a number in the sense of counting, and is known as an imaginary number.

The concept of i is useful when we are trying to solve an equation like x2 + 1 = 0, which can be
rearranged as x2 = −1. Since squaring any positive or negative real number always gives a positive
result, there can be no real-number solutions to this equation. But in a classic example of the beauty
and utility of mathematics, if we define a solution and give it a name (i), then we can reach a perfectly
consistent extension of the real numbers. Just as positive numbers have both a positive and negative
square root, so −i is also a square root of −1, and the equation x2 + 1 = 0 has two solutions.

Armed with this new imaginary number, a new world of complex numbers, with both real and
imaginary components, opens out before us (see pages 288–311).



A
Introducing sets

set is simply a collection of objects. The objects within a set are known as its elements. The
idea of the set is a very powerful one, and in many ways sets are the absolutely fundamental building
blocks of mathematics—more basic even than numbers.

A set may have a finite or infinite number of elements, and is usually described by enclosing the
elements in curly brackets { }. The order in which the elements are written does not matter in the
specification of the set, nor does it matter if an element is repeated. Sets may also be made up from
other sets, though great care must be taken in their description.

One reason sets are so useful is because they allow us to retain generality, putting as little structure
as possible onto the objects being studied. The elements within a set can be anything from numbers to
people to planets, or a mix of all three, although in applications elements are usually related.



G
Combining sets

iven any two sets, we can use various operations to create new sets, several of which have their
own shorthand.

The intersection of two sets X and Y, written as X ∩ Y, is the set of all elements that are members
of both X and Y, while the union of X and Y, written as X ∪ Y, is the set of all elements that are in at
least one of the sets X and Y.

The empty set, represented as { } or ∅, is the set that contains no elements at all. A subset of a set
X is a set whose elements are all within X. It may include some or all elements of X, and the empty set
is also a possible subset of any other set.

The complement of Y, also known as not Y and written , is the set of elements in not in Y. If Y is
a subset of X, then the relative complement of Y, written X \ Y, is the set of elements in X that are not
in Y, and this is often referred to as X not Y.





V
Venn diagrams

enn diagrams are simple visual diagrams widely used to describe the relationships between
sets. In their simplest form, a disc is used to represent each set, and the intersections of discs denote
the intersections of sets.

The use of such diagrams for representing the relationships between different philosophical
propositions or different sets goes back centuries. It was formalized by British logician and
philosopher John Venn in 1880. Venn himself referred to them as Eulerian circles in reference to a
similar kind of diagram developed by the Swiss mathematician Leonhard Euler in the eighteenth
century.

For three sets, there is a classical way of showing all the possible relationships (see page 49). But
for more than three sets, the arrangement of intersections rapidly becomes much more complex. The
diagram opposite shows one approach to linking six different sets.





A
The barber paradox

paradox is a seemingly true statement that contradicts itself, or leads to a situation that seems to
defy logic. In 1901, British mathematician Bertrand Russell used the barber paradox to expose the
flaws in elementary set theory:

All the men in a village either shave themselves or are shaved by a barber (himself a man from the
village). The barber claims to shave only the male villagers who do not shave themselves. So who shaves
the barber?

Restated in terms of sets, the paradox asks us to consider a set containing all those subsets which do
not have themselves as an element. Is this set an element of itself? The immediate solution to such
paradoxes was to restrict set theory with a series of rules or axioms, creating a hierarchy of sets that
are allowed to be elements only of sets above them in the hierarchy. Although not the most elegant of
solutions, axiomatic set theories have become widely accepted.





T
Cardinality and countability

he cardinality of a finite set A, written |A|, is the number of distinct elements within it. Two sets,
whether finite or infinite, are said to have the same cardinality if their elements can be put into one-
to-one correspondence. This means that elements of each set can be paired off, with each element
associated with precisely one element in the other set.

Countable sets are those sets whose elements can be labeled by the natural numbers. Intuitively,
this means that the set’s elements can be listed, although the list may be infinite. Mathematically, it
means the set can be put into one-to-one correspondence with a subset of the natural numbers.

This has surprising consequences. For instance, a strict subset of a countable set can have the same
cardinality as the set itself. So, the set of all even numbers has the same cardinality as the set of
square numbers, which has the same cardinality as the natural numbers. All are said to be countably
infinite.





H
Hilbert’s hotel

ilbert’s hotel is an analogy invented by mathematician David Hilbert in order to visualize the
strange idea of countable infinities. This imaginary hotel has a countably infinite set of rooms
numbered 1, 2, 3, . . . , and is fully occupied, when a latecomer arrives and pleads for a room.

After some thought, the concierge uses a public-address system to ask every guest to move into the
next room up in numerical order. So the occupant of room 1 moves into room 2, room 2 moves to
room 3, and so on. For any of the countably infinite guests in room N, there is always a room N + 1
for them to move into, so that by the time everyone has moved, room 1 is free for the new guest to
occupy.

Hilbert’s hotel shows that the result of adding an element to a countably infinite set is still a
countably infinite set, so there must be different countable infinities.



A
Counting rational numbers

lthough not all infinite sets are countable, some very big sets are. These include the rational

numbers—numbers made from a ratio of two integers . We can prove this by looking at just the
rationals between 0 and 1.

If the rationals between 0 and 1 are countable, then we should be able to put them in an order that
creates a complete, if infinite, list. The natural ascending order of size is unhelpful here because
between any two rational numbers one can always find another, so we could not write down even the
first and second elements of such a list. But is there another way to list the numbers?

One solution is to order the numbers by their denominator, b, first, and then by the numerator a, as
shown opposite. There is some repetition in this approach, but each rational number between 0 and 1
will appear at least once on the list.





D
Dense sets

ensity is a property that describes relationships between sets and their subsets when there is a
notion of a distance between elements of the sets. It provides a way of assessing the relative “size” of
different infinite sets that is different from counting the elements. For instance, one way to make
mathematical sense of the idea that the rational numbers are a “very big” set, is that they are dense
within a specific subset, in this case the real numbers, which are “very big” themselves.

A set X is said to be dense in another set Y, if X is a subset of Y, and any point in X is either an
element of Y, or arbitrarily close to one: for any point in Y we can choose any distance d greater than
0 and find a point in X within distance d of that point.

To prove that the rationals are dense in the reals, for example, we select a distance d and a real
number y, then prove that there is always a rational number x within d of y, which can be done by
truncating the decimal expansion of y.





U
Uncountable sets

ncountable sets are infinite sets whose elements cannot be arranged in a countable order. The
existence of such sets means that there are at least two types of infinite set, countable and
uncountable, and it turns out that there are infinitely many different types of uncountable set. How can
we prove if a set is countable? In 1891, German mathematician Georg Cantor used proof by
contradiction to show that the set of real numbers between 0 and 1 is uncountable. If it is countable,
he reasoned, then there is an infinite but countable list of its elements, each of which can be written in
the form:

0.a1a2a3a4 . . .

where each digit ak is a natural number between 0 and 9.
Cantor contradicted this statement by showing that it is always possible to construct a real number

between 0 and 1 that is not on this list. Suppose that the kth real number on the list has the decimal
expansion:

0.ak1ak2ak3ak4 . . .

In that case, we can create a number not on the list by looking at the first number in the list, k = 1, and
choosing the first digit in the decimal expansion of our new number as 7 if a11 = 6, and 6 otherwise.
To choose the second digit, we apply the same rule, but using the second digit of the list’s second
number. The third digit is found from the third number, and so on:

0.a11a12a13a14 . . .

0.a21a22a23a24 . . .

0.a31a32a33a34 . . .

At the end of this infinite process we would have a number whose decimal expansion involves only
the digits 6 and 7 and which differs from any nth entry on the list in the nth decimal place—so the
original list is not complete, and the set is uncountable. This is known as Cantor’s diagonal argument.



C
Cantor sets

antor sets are the earliest appearance of the objects known as fractals. The diagonal argument
developed by Georg Cantor (see page 64) shows that certain intervals of the real number line are
uncountable sets. But do all uncountable sets contain such line intervals? Cantor showed that it was
possible to construct an uncountable set that contains no line intervals. Cantor sets are infinitely
intricate; they have structure on finer and finer scales.

One example is called the middle third Cantor set. It is obtained by starting with an interval and
removing the middle thirds from all the intervals remaining at each stage. At the nth stage of building,

it has 2n intervals, each of length , and a total length of . As n tends toward infinity, so
does the number of points within it, while the length of the set shrinks toward zero. It takes a bit more
work to show that there really is something left at the infinite limit of this subdivision and to prove
that the set is uncountable, but it can be done.





H
Hilbert’s problems

ilbert’s problems are a list of 23 mathematical research problems set out by David Hilbert at the
1900 International Congress of Mathematics in Paris. He considered them to be key to the
development of mathematics in the twentienth century.

Throughout the 1800s, the axiomatic system, first used by Euclid of Alexandria (see page 108) had
been applied in many new areas. Mathematicians had developed methods for finding the defining
axioms of the area being studied, for example in geometry, points, lines, curves, and their properties,
and then developing the subject from these axioms through logic.

Many of Hilbert’s problems related to the extension of the axiomatic method, and their solutions
advanced mathematics significantly, although the work of Kurt Gödel (see page 70) soon changed the
way axiomatic theories themselves were viewed. They also established a fashion for setting lists of
mathematical puzzles that continues to this day.





G
Gödel’s incompleteness theorems

ödel’s incompleteness theorems are two remarkable results that changed how mathematicians
view axiomatic mathematics. Developed by German mathematician Kurt Gödel in the late 1920s and
early 1930s, the theorems grew out of his method for coding statements in axiomatic theories, and for
showing how statements could be modified by logical rules.

Although the axiomatic method for describing various fields of mathematics had proved highly
successful, some theories had been shown to require infinite sets of axioms in themselves, and
therefore mathematicians were anxious to find formal ways of proving the completeness and
consistency of a given set of axioms.

A set of axioms is held to be complete if it is capable of proving or negating any statement given in
its appropriate language, while a set of axioms is consistent if no statement can be made that can be
both proved and negated. Gödel’s first theorem states that:

In any (appropriate) axiomatic theory, there exist statements which make sense within the theory but
which cannot be proved true or false within that theory.

This means that the axioms of a theory, which we might hope to describe that theory completely, can
never do this, and that it is always possible to augment the number of axioms. As if this wasn’t bad
enough, a second complication involved the internal consistency of sets of axioms:

It is only possible to prove that an (appropriate) set of axioms is inconsistent, and not that they are
consistent.

In other words, we can never be sure that a set of axioms does not contain a hidden contradiction.
Gödel’s results have profound implications for the philosophy of mathematics—but, in general,

working mathematicians tended to carry on as though nothing had changed.



T
The axiom of choice

he axiom of choice is a fundamental rule that is often added to the list of axioms used to define
mathematical thinking. It is used implicitly in Cantor’s diagonal argument (see page 64), and many
other mathematical proofs that involve assuming infinite lists have some abstract existence, and that
an infinite set of choices can be made.

More precisely, these proofs state that, given an infinite number of non-empty sets containing more
than one element, it is possible to choose an infinite sequence of elements with precisely one from
each set. To some this seems absurd—infinity rearing its awkward head again—but the rule allowing
such a procedure is the axiom of choice.

Other axioms can be chosen, which allow the axiom of choice to arise as a theorem, but whichever
version is used, this addition to the basic set of logical rules is necessary to make such arguments
permissible.





P
Probability theory

robability is the branch of mathematics that deals with measuring and predicting the likelihood of
certain outcomes. It is both an application of set theory, and an entirely new theory in itself. One way
of looking at probabilities is by treating a range of possible results as elements of a set. Take for
example the case of a fair coin tossed three times. The set of all possible outcomes can be
represented with elements consisting of three letters, one per coin-toss, with H standing for heads and
T for tails. Clearly this set has eight elements:

{TTT, TTH, THT, THH, HTT, HTH, HHT, HHH}
Since one of these outcomes must occur, the sum of all these probabilities must be 1, and if the coin

is fair and each outcome is equally probable, the likelihood of each case is .
More complicated questions about probabilities can be answered by considering specific

outcomes as sets that are subsets of the previous set of all possible outcomes.
For example, we can see immediately that the set of outcomes with precisely two heads contains

three elements, and so has a probability of .
But what about the probability that precisely one throw is a head given that at least one is a tail? If

we know that at least one throw is a tail we can restrict the set of outcomes to:

{TTT, TTH, THT, THH, HTT, HTH, HHT}

Two elements of this set, out of seven in total, have precisely one head—so the probability is .
Similar but more generalized arguments have allowed mathematicians to develop a set of axioms

for probability, written in terms of the probability of sets and the operations defined on sets.



T
Power sets

he power set of a given set S is the set of all subsets of S, including S itself and the empty set. So
if S = {0, 1}, then its power set, denoted P(S) is {∅, {0}, {1}, {0, 1}}.

The German mathematician Georg Cantor used the power set to show that there are infinitely many
different bigger and bigger classes of infinity, using an argument somewhat similar to, though
predating, the barber paradox (see page 54).

Cantor’s diagonal argument (see page 64) had already shown that there were at least two types of
infinite set—countable, or listable, ones, and uncountable sets such as the continuum, the set of real
numbers. Cantor now showed that if S is an infinite set then its power set will always be bigger than
S, in the sense that there is no way to map the elements of S to the elements of P(S) so that each
element in one set is associated with one and only one element of the other set. In other words, the
cardinality of P(S) is always larger than that of S itself.





M
Introducing sequences

athematical sequences are ordered lists of numbers. Like sets (see page 48), sequences can be
never ending, or infinite. Unlike sets, the elements or terms within a sequence have a specific order,
and the same terms can recur at different points within the list.

The most familiar sequences are lists of natural numbers, such as 1, 2, 3, . . . The terms in this
sequence are evenly spaced and continue toward infinity. A variant is the Fibonacci sequence, in
which the space between terms grows larger. Both are divergent sequences. Other sequences are
convergent, closing in on a specific value as they approach the limit of infinite terms.

The terms in a sequence representing radioactive decay, where the remaining quantity of a
radioactive isotope halves over a regular interval called the “half life,” get closer to zero as the
sequence progresses. This convergent sequence can be illustrated by an exponential decay curve, as
shown opposite.





A
Introducing series

mathematical series is an expression for the sum of the terms within a sequence. Usually
indicated by the Greek letter ∑ (sigma), a series can be the sum of an infinite number of terms, or of a
limited range. In each case, the range’s lower and upper limits are appended below and above the ∑
sign.

Given any sequence of numbers , the series is the infinite sum:

In many cases, this sum will tend toward infinity or it may not settle down close to a particular value.
However, there are series in which the sum tends toward a single number, known as the limit. To see
if a series has a meaningful limit, we define the finite partial sum Sn as the sum of the first n + 1
terms, a0 + a1 + . . . + an. The series will converge to a limit L if the associated sequence of partial
sums for each n tends toward L.





T
Limits

he limit of an infinite sequence or series, if it exists, is the single value approached as the number
of terms in that list or sum tends to infinity. The process of taking limits allows us to make sense of
the infinite process by taking a series of approximations and then determining whether the sequence of
answers approaches ever closer to a single answer.

Taking limits is an important way of dealing with never ending or infinite processes, and is
absolutely fundamental to mathematics. Though it was used by the Greeks to calculate approximations
of π among other things, and by Isaac Newton, it was not fully formalized until the late nineteenth
century.

Now the backbone of many areas of mathematics, limits are principally used in the field of analysis
(see page 208), when studying mathematical functions, the relationships between variables or the
development of calculus.



Z
Zeno’s paradox

eno’s paradox is one of several paradoxes posed by Greek mathematician Zeno of Elea, in the
fifth century BC:

Tortoise and Hare are running a race over a two-mile track. Hare runs off at a steady pace. Tortoise,
being a philosophical creature, sits down, safe in the knowledge that Hare will never arrive at the
finishing line.

First, thinks Tortoise, Hare has to run a mile, then half the final mile, then half the final half-mile, and
so on. Surely it is impossible for Hare to cover this infinite number of distances.

Zeno’s paradox raises both mathematical and philosophical issues. From a mathematical point of
view the key point is that, in some cases, infinite sequences of numbers produce summed series that
converge to a finite value, so if this is true for the distance covered and the time taken to cover the
finite distance, then the hare should arrive without any problems.





T
The Fibonacci sequence

he Fibonacci sequence is a simple pattern created by adding two numbers to make a third.
Named after the Italian mathematician who introduced it to the West in 1201, it appears in several
areas of mathematics, and also in observations of the physical and natural world.

In mathematical terms the sequence is defined as:

Fn+1 = Fn + Fn−1 (with F0 = 0 and F1 = 1).

The rule results in a chain of numbers beginning: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, . . . In biology,
these numbers are mirrored in the relationship between the twists of a plant stem and the number of
leaves along the stem, in the spiral arrangement of sunflower seeds, and in many other naturally
occurring patterns. The Fibonacci sequence is also useful in a range of mathematical contexts,
including the solution of Euclid’s algorithm. It is also linked with the golden ratio (see page 37).





T
Convergent sequences

he terms in an ordered list of numbers are convergent if they progressively close in on a specific
value or limit. But, while we may observe that a sequence seems to be converging on a limit, how can
we know what that limit is? For example, methods of estimating π often rely on a sequence approach.
As the sequence gets closer and closer to a number, it would be nice to say that this is the true value
of π.

If a number L is known, then a sequence tends to L if, given any level of error ε, there is some stage
of the sequence after which all the remaining terms are within ε of L. Karl Weierstrass and others
discovered that it was not necessary to know L in order to determine whether a sequence converges.

A Cauchy sequence is one in which, given any level of error ε, there is some stage in the sequence
after which any two points remaining in the sequence are within ε of each other. For real numbers,
this is equivalent to having a limit.





T
Convergent series

he sum of an ordered list of numbers is convergent if it tends toward a specific value or limit.
Intuitively, we might imagine that a series settles down if the difference between successive partial
sums, the series totaled to a specific number of terms, gets smaller and smaller. For example, if the
sequence of partial sums is (1, S1, S2, S3, . . .), where

then the difference between  and  is . As n gets very large  gets very small. But
is this really enough to say that this series, known as the harmonic series (see page 102), actually
settles down to a limit?

It turns out that  in this case does not settle down, and the series is divergent. So, although
successive differences may get small, as with a convergent Cauchy sequence, this on its own is not
enough to guarantee that a series converges.





M
Estimating π

any methods for estimating the irrational constant π rely on a sequence approach. As far back
as the third century BC, the Greek mathematician Archimedes of Syracuse used a sequence of
approximations to find π to two decimal places.

Consider a circle of radius 1, and hence circumference exactly 2π. Sketch a series of regular n-
sided polygons within it, starting with a square. Each n-gon can be thought of as a group of triangles

with an apex angle θ = . Dividing each of these in half creates right-angled triangles of

hypotenuse length 1, a radius, and one angle of . Using trigonometric functions (see page 132), we
can calculate the other sides of the triangle and hence the perimeter of a polygon.

Of course, Archimedes did not have access to values of the trigonometric functions, so he had to
choose n carefully. Modern approaches use series approximations. Isaac Newton expended a lot of
time and effort calculating π to 15 decimal places.





E
Estimating e

uler’s constant, the irrational number e, has its origins in the study of sequences, and can be
estimated using them. An early encounter with the constant is in the treatment of a problem of
compound interest by Jacob Bernoulli in the late seventeenth century. In compound interest, both the
amount invested and the interest accrued by a given time are used to determine the interest paid at the
next step. If the interest rate is 100 percent per year, with half-yearly payments, then for an investment
of $1, interest of $0.50 would be paid after six months, making a new total of $1.50. After another six
months, a further $0.75 would be paid, making $2.25 in total. More generally, for a year divided into
n equal time periods, our overall return is given by:

Bernoulli noted that, as n gets larger, this expression converges on the value that we now call Euler’s
constant: approximately 2.71828182846.





I
Iteration

teration is a mathematical process in which a rule, action, or instruction is repeated. This repetition
can generate a sequence. Iterative methods are often used in numerical analysis, the study of methods
for translating mathematical problems into a language understood by computers.

The subjects of dynamical systems and chaos describe how states of a system evolve when simple
rules are applied iteratively. In all these applications, it is important to understand the extent to which
different initial values can affect the end result. This is not always an easy task.

For example, take a positive integer x. If it is odd, multiply it by 3 and add 1. If it is even, divide it
by 2. Now apply the rule again, and only stop applying it if the sequence reaches 1. Every initial
value of x that has been tested stops in a finite amount of time. In 1937, German mathematician Lothar
Collatz conjectured that this holds true for every possible value of x, but this has yet to be proved.

A map of the Collatz orbits by which numbers up to 30 approach the end of the sequence at 1. The number 27 is omitted for practical
reasons—it takes 95 additional steps to join this map, connecting to it at the number 46.



A
Arithmetic progressions

n arithmetic progression is an ordered list of numbers in which the difference between
successive terms is a constant. An example is 0, 13, 26, 39, 52, . . . , where the constant common
difference is 13. If this common difference is positive, a sequence like this will tend to infinity. If the
common term is negative, the sequence tends to negative infinity. The recently proved Green-Tao
theorem (see page 316) describes the prevalence of long arithmetic progressions of prime numbers.

Partial sums of an arithmetic progression are relatively simple to calculate using a little trick. For
instance, what is the sum of the numbers 1 to 100? The easy way to do this is to list the sum twice,
once forward and once backward, making columns that sum to 101. Since there are 100 of these, the
total sum is 100 multiplied by 101, divided by 2. In general, this argument shows that the sum of any
arithmetic progression is given by:

.





A
Geometric progressions

geometric progression is an ordered list of numbers in which each successive term is the
product of the previous term and a constant number. An example is 1, 4, 16, 64, 256, . . . where the
constant multiplying factor, known as the common ratio r, is 4.

The partial sum of a geometric progression is . If the modulus of r is
greater than 1 then this diverges to plus or minus infinity, but if the modulus of r is less than 1, then the

limiting series, called a geometric series, tends to the limit .
Geometric progressions arise in many mathematical problems, and are fundamental to the study of

compound interest and value in accountancy. Many mathematicians would argue that they also resolve
Zeno’s paradox (see page 84), since the sums of the distance covered and time taken by the hare are
geometric progressions that sum to the distance of the race.





T
The harmonic series

he harmonic series is the sum of an infinite sequence of steadily diminishing fractions. Important
to the theory of music, it is defined as:

, and its first terms are: 

One surprising aspect of the harmonic series is that it grows without bounds even though the
successive differences between its terms shrink toward zero.

One way of spotting this divergent behavior is to collect the terms together in smaller groups. This
reveals that it is always possible to form a group of successively smaller terms that, together, sum to a

number larger than one half. For instance,  is greater than one half, as is .





S
Series and approximations

ome of the fundamental numbers of mathematics arise as infinite sums, and so these series can be
used to find approximations to numbers, such as π, e, and some natural logarithms.

The harmonic series, 1 , is a good place to start. By changing every other plus
sign to a minus, the sum converges on the value of the natural logarithm of 2. And by replacing the

denominator of each fraction with its square, the sum converges on the number . In fact, every sum
of even powers converges on a known constant multiplied by a power of π2. The sums of odd powers
also converge, but to numbers without a known closed-form expression.

Finally, if we replace each denominator with its factorial, the sum converges on e. A factorial,
represented by the symbol !, is the product of a number multiplied by all the positive numbers below
it. So 3! = 3 × 2 × 1 = 6 and 5! = 5 × 4 × 3 × 2 × 1 = 120.





A
Power series

power series is the sum of the terms in an ordered list, where those terms involve increasing
positive powers of a variable x. The geometric progression

1 + x + x2 + x3 + x4 + . . .

is a special case, in which the coefficients of each term are equal to 1. Power series are much more
general than they might appear, and many functions can be written as power series. If all the
coefficients beyond a given term are zero, then the power series is finite and forms a polynomial (see
page 184).

Can power series converge? Using the theory of geometric progressions (see page 100), we can

tell that, if x is between −1 and 1, then the partial sum for the series above converges to . Of
course not all power series obey such rules, but comparisons with simple geometric progressions can
often be used to determine whether or not they do.





G
Introducing geometry

eometry is the study of shape, size, position, and space. In the classical form established by
Greek mathematician Euclid around 300 BC, it is based on lists of objects, and assumptions called
axioms, from which all results follow.

Euclid’s influential book Elements listed five axioms:

1. A line can be drawn between any two points.
2. A line segment can be extended infinitely in either direction.
3. A circle can be drawn of any radius centered at any point.
4. Any two right angles are equal.
5. For a given straight line and a point not on the line, there is precisely one line through the
point, the parallel line, which does not intersect the original line.

It is worth noting that Euclid’s axioms use a number of terms, such as line, right angle, and radius,
without explanation or definition. As a result, new axioms were introduced in the late 1800s to
develop geometry within a strictly logical framework.





L
Lines and angles

ines and angles are two of the most fundamental terms in geometry. Euclid’s fifth axiom says that,
given a straight line and a point not on that line, all but one of the possible lines through the point will
inevitably intersect the given line. In other words, typical lines intersect, and nonintersecting parallel
lines are unusual.

The concept of angle originated as a tool to describe how lines intersect. Suppose two lines
intersect at a point P, as shown opposite. In this case, a circle centered on P is divided into four
segments by the lines. If these segments are of equal area, then the lines are said to be perpendicular
and the angles are right angles. This relates to Euclid’s fourth axiom.

In more general cases, angles are measured in degrees. Through trigonometric functions (see page
132), angles also play a fundamental role in areas seemingly unconnected with geometry.



H
Measuring angles

istorically, measuring angles between two lines involved drawing a circle around their point of
intersection and dividing it into a number of equal segments or units. Ancient Mesopotamian
astronomers introduced the idea of using 360 such divisions, which we know today as degrees. They
also subdivided the degree units into 60 equal minutes, each containing 60 equal seconds. To avoid
confusion with units of time, these smaller subdivisions are often known as minutes of arc and
seconds of arc. Thus the measure of an angle is obtained by working out how many degrees, minutes,
and seconds make up the angle.

The numbers 60 and 360 are very convenient to use in this context, since 60 can be divided by 1, 2,
3, 4, 5, or 6 and still result in a whole number. However, the specific units are not essential to angle
measurement. The fundamental idea here is that we can think of an angle as being the proportion of the
circle that is enclosed by the two lines forming the angle.





A
Circles

circle is defined as the set of points that lie at an equal distance, the radius r, from a central
point P, and is one of the primitive elements taken for granted in Euclid’s axioms. The closed curve
through all the outer points is the circle’s circumference, and the length of circumference C is linked
to the radius r by the equation C = 2πr, while the area A of the circle is defined by another equation, A
= πr2. In this way, the circle inevitably leads to one of the two great constants of mathematics, π (see
page 40).

The circle also defines other curves, lines, and areas. An arc is a limited part of the circumference,
while a sector is a region of the circle bounded by two radii and an arc. A chord is a straight line
across the circle between two points on its circumference, and a segment is an area within the circle
bounded by the circumference and a chord. A secant is an extended chord—a straight line cutting the
circle at two points—while a tangent is a straight line that touches the circle at a single point.





A
Radian angles

s an alternative to the traditional degrees, minutes, and seconds of arc, mathematicians often
express angles in units called radians. Based on the geometry of a circle, radians have many
advantages. In particular, they make the handling of trigonometric functions (see page 132) far easier.

The intuitive meaning of radians is best understood by considering a circle of radius 1. The angle
in radians between two lines then equals the length of the arc between the two lines formed by the
circle of radius 1, centered on the intersection of our two lines.

Since the circumference of a circle is given by C = 2πr, if r = 1, then C = 2π. Therefore a portion x
of the circle has angle θ radians, where θ = 2πx. For example, cutting the circle into four equal

segments gives a right angle, which is equal to 2π multiplied by , or  radians.



A
Triangles

triangle can be defined by any three points that do not lie along the same straight line. The
triangle is simply the region enclosed by the three line segments connecting those points. The area of
a triangle can be calculated by constructing rectangles around it. If we choose one side to be the base
of the triangle and define the altitude to be the perpendicular distance of the third vertex of the
triangle to the base, then the area of the triangle is half the product of the altitude with the length of the
base.

Triangles and their higher-dimensional generalizations are often used as simple ways of describing
more complicated bodies. For example many objects can be modeled by gluing triangles together.
This idea is of course familiar to engineers, who break complicated shapes such as curving walls into
straight-sided triangles to give them greater strength.



T
Types of triangle

here are several special types of triangle, each given their own specific names. In every triangle,
the sum of the internal angles is π radians (or 180°), and there is a clear relationship between the size
of the angles and the relative lengths of the sides.

An equilateral triangle has all three sides equal, which also means all three angles are equal. Since

the angles sum to π radians, they must each equal , or 60°. An isosceles triangle has two sides equal,
and must therefore have two angles equal.

A right-angled triangle has one angle that is a right angle,  or 90°, and a scalene triangle has three
sides of different lengths and three angles of different sizes.



T
The center of a triangle

here are many different ways to define the center of a triangle. For example, it could be a point
equidistant from all three vertices, the center of the largest circle that can be drawn inside the triangle
or the center of a circle that touches each of its three corners. These are all natural definitions,
though they may not coincide in the same positions.

One of the most useful triangle centers is the centroid. If you draw a line from each corner of a
triangle to the midpoint of the opposite side, then the centroid is where the three lines meet. The fact
that these three lines do meet at a single point is not completely obvious. The centroid marks a point
that would be the center of mass if the triangle were cut out from a material of uniform density. If you
hung such a triangle from any other point, it would find an equilibrium position, with the centroid
below the pivot point, on a vertical line through the pivot.



I
Polygons

n essence, a polygon is simply a closed region bounded by a number of straight lines. However, the
term is often used as shorthand for a specific type of polygon, the regular polygons whose sides are
all of equal length. These include pentagons, hexagons, heptagons, octagons, and so on.

Regular polygons can be constructed using triangles that have two matching angles, known as
isosceles triangles. The peaks of each triangle meet at the center of the new shape, as shown. Since

the sum of their central intersections must be 2π radians, the angles at each peak equal , where n is
the number of triangles, or sides of the polygon. Because we know that the three angles in a triangle

sum to π radians, we know that the sum of the equal angles 2a results in 2a = π − . The quantity
2a is also the value of each of the internal angles of the regular polygon. For instance, in a pentagon

with n = 5, the internal angles are .





T
Similarity

wo objects are said to be similar if they are rescaled versions of each other. This is one of the
many ways of saying that two objects have the same shape. In the case of triangles, if the three angles
in one triangle equal those of another, they are similar. Equivalently, this means that the ratio of the
lengths of two sides is the same in both triangles.

When considering other geometric objects, such as polygons and curves, there are other criteria to
be met. For instance, two regular polygons are said to be similar if they have a matching number of
sides.

The term similarity, or similarity transformation, is also used to describe a scaling operation by
which an object is transformed into a similar object. Similarity transformations multiply the Cartesian
coordinates (see page 160) of all points in Euclidean space by the same factor, decreasing or
increasing the size of an object without altering its shape.





T
Congruence

wo objects are said to be congruent if they are the same shape and size. So two triangles are
congruent if they are similar—same shape—and the lengths of corresponding side are equal—same
size. The scaling factor between them is 1.

Note that congruence does not necessarily mean that one triangle can be moved over the other to
match perfectly, simply by translations in the plane. Two congruent triangles may be mirror-images of
each other, which can only be matched up physically by lifting one of them out of the plane entirely.

Two general triangles are congruent if any of the following three sets of quantities are the same: the
lengths of the three sides; the lengths of two sides and the angle between them; or the length of one
side and the angles made with the other sides at either end. Thus any of these three criteria is enough
to specify a triangle.



A
Pythagoras’s theorem

lthough it is named after the Greek mathematician Pythagoras from the late sixth century BC, this
famous connection between the lengths of the sides of a right-angled triangle was almost certainly
known to the Babylonians many centuries earlier.

It states that the square of the longest side, known as the hypotenuse, is equal to the sum of the
squares of the lengths of the other two sides. A simple proof based on the ratios of the sides of similar
triangles is illustrated opposite, but the theorem can also be proved by considering the areas of
geometric squares constructed on each side of the triangle.

Pythagoras’s theorem is an important tool of geometry, and many definitions of distance in
coordinate geometry (see page 160) are based on this relation. It can be rephrased in terms of the
relationship between the trigonometric functions, sine and cosine (see page 136).



R
Sine, cosine, and tangent

ight-angled triangles allow us to associate functions with angles, via the ratios of the lengths of
the sides. These are called trigonometric functions, and the fundamental functions defined in this
way are the sine, cosine, and tangent functions.

To define these functions, choose one of the angles, θ, which is not 90°. It is formed by the
intersection of the hypotenuse of length H and another side, called the adjacent side, of length A. The
remaining side opposite the angle has length O. The sine, cosine, and tangent functions are then
defined by the ratios:

; ; tan

Since any two right-angled triangles with an angle θ are rescaled versions of each other, the functions

return the same answer regardless of the size of the triangle. What’s more, since , we can

see that tanθ = .





T
Triangulation

riangulation is a method for calculating the complete properties of a triangle from the
measurement of just one side and an angle. It relies on knowing the values of the trigonometric
functions, sine, cosine, and tangent.

Imagine a prince trying to reach Rapunzel at the top of her doorless tower. How can he know the
height d of her window, and how long Rapunzel’s hair must be to reach the ground? He stands at a
distance l from the tower, and measures the angle θ between the base of the tower and the window.

Assuming the tower is vertical, its window and base, along with the prince’s location, form the
corners of a right-angled triangle. The prince knows angle θ and the adjacent side l, and wants to find
d, the opposite side to angle θ. Plugging these values into the tangent formula, we can see that:

, and so d = l × tan θ





T
Trigonometric identities

rigonometric identities are expressions involving the functions sine, cosine, and tangent that are
true for all angles. Given any right-angled triangle with angle θ, opposite length O, adjacent length A,
and hypotenuse H, Pythagoras’s theorem states that O2 + A2 = H2. Dividing both sides of this equation
by H2 gives:

, or 

And since  and  this means that:

sin2θ + cos2θ = 1

for any angle θ. Note that the form sin2θ shows that we are talking about the square of the sine of θ,
rather than the sine of θ2. This identity is true for all values of θ, but it tells us something useful about
the functions themselves. Note that it is effectively a restatement of Pythagoras’s theorem.





T
Sine and cosine rules

he sine and cosine rules are formulae relating the angles and sides of general triangles. The idea
of congruence (see page 128) shows that two sides and the angle between them determine a triangle,
so it should be possible to find the other angles and the other side from this information.

For a triangle with sides and angles as shown opposite, the rules are:

 (sine rule)

c2 = a2 + b2 − 2ab cos C (cosine rule)
If C is a right angle, then cos C = 0 and the cosine rule is just Pythagoras’s theorem. We can

therefore think of the cosine rule as making a correction to Pythagoras’s theorem for cases where C is
not a right angle.





T
Double angle formulae

he double-angle formulae allow us to work out the sines and cosines of sums of angles. They
also allow the usefulness of sines and cosines to be extended beyond the narrow range of angles (0–
90°) permitted in a triangle.

The formulae are derived by considering triangles made up of two triangles glued together, as
illustrated opposite:

sin (A + B) = sin A cos B + cos A sin B

cos (A + B) = cos A cos B + sin A sin B
Setting A = B gives the generalized double angle formulae:

sin (2A) = 2 sin A cos A

cos (2A) = cos2A − sin2A = 1 − 2 sin2A= 2 cos2A − 1





A
Introducing symmetry

n object or image is said to be symmetric if its shape remains essentially the same when moved
or transformed.

In geometry the transformations used to define symmetry are those that preserve length. These
transformations are reflections, mirror symmetries about a line for two-dimensional geometry or a
plane for three dimensions; rotations, in which the object is moved around a plane or rotated around
an axis; and translations, in which the object is moved in a given direction. These actions can also be
combined. If the application of a given transformation to an object does not appear to change it, the
object is said to be invariant under the transformation.

Symmetry is also useful in other areas of mathematics, where any operation on a mathematical
object can be considered symmetric if it preserves some property of that object. This is an important
concept used in the definition of groups of operations (see page 268).



T
Translation, rotation, and reflection

here are three basic types of symmetry within geometry. These are the ways in which we can
transform an object while preserving its essential shape.

Translations move the shape in a given direction, but do not change the lengths or angles that
specify the object. Rotations spin the shape around some point in the plane, again without changing
the lengths or angles involved.

In two dimensions, reflections mirror the shape across any given line, known as the axis of
symmetry. While other translations can be achieved by sliding a shape around in its plane, reflection
can only be achieved by lifting a shape out of the plane and turning it over. Again, the lengths or
angles are unchanged. In some circumstances the inclusion of reflections in the definition of symmetry
might be inappropriate. For example, the two sides of a jigsaw piece are not equivalent, since one
side includes the picture, and the other is blank.





T
Polyhedra

he three-dimensional equivalent of a polygon is a polyhedron, a volume whose boundary is made
up of flat, two-dimensional faces. Just as there are particularly simple regular polygons to which
certain rules apply, there is also a family of five regular polyhedra, known as the Platonic solids:

• Tetrahedron: four faces, each of which is an equilateral triangle.
• Cube: six faces, each of which is a square.
• Octahedron: eight faces, each of which is an equilateral triangle.
• Dodecahedron: twelve faces, each of which is a regular pentagon.
• Icosahedron: twenty faces, each of which is an equilateral triangle.

Of course, with so much more freedom to place faces, there are many more types of polyhedron
than there are polygons.





T
Tessellations

wo-dimensional shapes are said to tessellate a region if they can fit together side by side with no
gaps or overlaps to cover the region. Of the regular polygons, only the four-sided square and six-
sided hexagon can tessellate the entire plane on their own.

More complicated tessellations of the plane can be constructed by using combinations of shapes.
The simplest, known as periodic tilings, have translational symmetry. This means the pattern can be
shifted in a given direction so that it fits precisely over itself.

Amongst the regular polyhedra, only the cube can tessellate three-dimensional space, but by using
more complicated polyhedra, it is possible to obtain infinitely many tessellations called honeycombs.
These are important in crystal chemistry, where vertices of the polyhedra mark the positions of atoms
in the crystal. Analysis of honeycombs reveals 230 independent tessellations, limiting the range of
possible crystal structures.





P
Penrose tilings

enrose tilings are a special class of tilings using two different basic shapes. Discovered in the
mid-1970s by British theoretical physicist Roger Penrose, these aperiodic tilings do not repeat in a
periodic pattern.

Remarkably, these abstract objects proved to have a natural application. In the early 1980s,
materials scientists discovered aperiodic structures called quasicrystals, with a similar mathematical
description. These can be used as hard coatings for other materials, and have very low friction.

The simplest Penrose tilings are constructed using a “fat” rhombus and a “thin” rhombus as basic
shapes, as shown opposite. A rhombus is a shape with four equal sides, in which each pair of
opposite sides are parallel. It is not known whether it is possible to find a single shape that can be
assembled with the same properties.



A
Spheres

sphere is the three-dimensional equivalent of a circle, a perfectly round geometric object. If the
sphere has a fixed frame of reference, for example the polar axis of the Earth, then any location on its
surface can be described by two angles. In the Earth’s case, we represent these as longitude and
latitude. Latitude is the angle between a line joining the location to the sphere’s centre, known as a
ray, and the main axis. Longitude is the angle around the axis, between the latitude ray and a line from
a defined reference point, such as the Earth’s prime meridian.

The rays from the boundary of any area on the surface of the sphere form a generalized cone at the
center. The spread of this, called its solid angle, is a measure of the proportion of the area of
intersection of this cone with the overall surface area of a sphere of radius 1. Since the surface area
of a sphere is given by the formula 4πr2, the surface area of this sphere is simply 4π.



A
Non-Euclidean and nonclassical geometries

non-Euclidean geometry is one based on a surface or in a space other than the familiar flat
planes of Euclidean geometry (see page 108). In these circumstances, Euclid’s fifth axiom, that there
is precisely one line through a point parallel to another given line, does not apply. For instance,
consider the geometry of a spherical surface. Here, a line translates into an arc of a great circle
around the circumference of the sphere. If we choose a point that is not on this line, then any other
great circle through the new point will intersect with our original circle. So there are no parallel lines
on the surface of a sphere!

Non-Euclidean geometries can be divided into elliptic geometries with positive curvature, such as
the surface of a sphere, and hyperbolic geometries with negative curvature, such as the saddle
illustrated opposite. It is also possible to construct so-called nonclassical geometries, in which there
may be many lines through a given point parallel to a given line.





T
Sphere-packing problem

he sphere-packing problem is to determine the most efficient arrangement of spheres in a box—
i.e., how should the spheres be arranged so as to minimize the amount of unoccupied space?

Despite being most clearly relevant to a grocery store packing oranges, this problem has a rich
history, with oranges replaced by cannonballs. The seventeenth-century German astronomer and
theoretician Johannes Kepler conjectured that the simple configuration obtained by starting with a
square horizontal array of spheres and then placing another layer in the gaps created by these, and so
on, is best. Kepler calculated that this occupies a little more than 74 percent of the available space—
the same as a related hexagonal arrangement.

That these two are indeed the best orderings has been very hard to prove. An exhaustive proof
using computers to analyze the many different special cases was completed in 2003.



C
Conic sections

onic sections, like lines and planes, are fundamental to Greek geometry. They arise from taking
slices through a three-dimensional cone, creating a set of geometrically beautiful curves.

If the axis of the cone is vertical with a tip at O, then:

• A circle is formed by the intersection of the cone with any horizontal plane not passing
through O.

• A parabola is created by the cone’s intersection with a plane parallel to the cone that does not
pass through O.

• An ellipse is created by the cone’s intersection with a non-horizontal plane not passing
through O, if the angle of the plane is greater than the angle of the cone.

• A pair of hyperbolas is formed as in the previous case, if the angle of the plane is less than the
angle of the cone.

The special case of planes through O results in a single point, or one or two straight lines.





C
Cartesian coordinates

artesian coordinates describe the position of a point on a plane, using a pair of numbers that
describe how to reach that point from an arbitrary origin. Introduced in the nineteenth century, by the
French philosopher and mathematician René Descartes, they work rather like the coordinate systems
used on maps and make it easier to talk about geometric objects.

In the two-dimensional plane, a point has coordinates (x, y), meaning you should move x units in
the horizontal direction, and then y units in the vertical. Negative points like (−1, −2) involve moving
in the opposite directions.

Similarly in three dimensions, three coordinates (x, y, z) are used to specify points. It’s easy to see
how this makes it possible for mathematicians to talk easily about n-dimensional spaces specified by
n coordinates, even if such multidimensional space is hard for us to visualize.



E
Algebra

lementary algebra is the art of manipulating mathematical expressions, with quantities
represented by symbols, while abstract algebra is the theory of mathematical structures such as
groups (see page 268). The use of symbols rather than numbers makes it possible to work more
generally, and x is the most traditional option when it comes to representing an unknown number or
arbitrary number. Using this approach we can manipulate expressions and rewrite relationships
between quantities in different, more concise, ways.

Suppose, for example, we are asked to find the number which, when added to 3, gives a total of 26.
Of course we can probably work this out instinctively, but mathematically we can use a letter to
represent the unknown, and express the puzzle in the equation x + 3 = 26. In this trivial example, we
can see that subtracting three from both sides will give us an answer, in the form x = 26 − 3. Algebra
is all about this kind of manipulation, although the process is usually a little more complex.





A
Equations

n equation is a mathematical expression that states that one thing is equal to another. So, 2 + 2 =
4 is an equation, and so is E = mc2, or x + 3 = 26. Each of these examples is subtly different. The first
is an identity—it is always true. The second is a relationship, defining E in terms of m and c, while
the third is an equation which is only true for certain values of x. In most algebraic contexts, at least
one side of the equation will involve unknown elements, usually denoted by x, y, or z. Many algebraic
techniques are concerned with manipulating and solving equations to find these unknowns.

Most quantitative disciplines, such as science, economics, and areas of psychology and sociology,
describe real-world situations in terms of equations. In physics, for example, Newton’s laws of
motion, describing the interaction of masses and forces, can be written as equations involving
derivatives (see page 208) as well as numbers, and in some economic models, equations link the
price of goods to supply and demand.





E
Manipulating equations

quations can be simplified and in some cases solved by manipulating them in a variety of ways.
There are also conventions about how to represent equations. One of the most common is that of
dropping multiplication signs, perhaps wise given the ubiquity of x as the all-purpose symbol for
unknown variables. So instead of writing x × y, we simply write xy, and E = mc2 means E = m × c ×
c. Brackets, meanwhile, are used to clarify potentially confusing expressions.

The expression 2 × 3 + 5 × 4 is ambiguous: the answer depends on the order in which the
operations are processed. Brackets are used to indicate the order to be followed: start with the
simple expressions nested in the greatest number of brackets, and then work outward. Thus, (2 × 3) +
(5 × 4) gives a different result to 2 × (3 + 5) × 4 and 2 × (3 + (5 × 4)). Brackets are not always
necessary, for instance in associative operations such as multiplication, where a × b × c gives the
same result as a × (b × c) and (a × b) × c.





S
Simultaneous equations

imultaneous equations are sets of equations containing several unknowns. An example would be
two equations featuring two unknowns, such as: 2x + y = 3, x − y = 1. By solving these two equations
together, we can find each of the unknowns.

If we rearrange the second equation, according to the rules of algebraic manipulation, we can
express x as 1 + y. Using this value for x in the first equation, we see that 2(1 + y) + y = 3, so 2 + 2y +

y = 3, or 2 + 3y = 3. Rearranging this expression, we see that 3y = 3 − 2, or y = . If we insert this

value for y in the second equation we can now work out that x has a value of .
In general, one equation is needed for each unknown, though this does not guarantee a solution, nor

that a solution is unique. From a geometric point of view, the two equations above are linear: they
describe straight lines. So solving a pair of linear equations is the same as finding the intersection of
two lines.





P
Equations and graphs

lotting an equation as a graph shows the way that the value of one variable changes as the other
changes. This uses the idea that any equation relating two real variables can be pictured as a
relationship between two-dimensional Cartesian coordinates, x and y. An equation can therefore be
interpreted as a curve representing the corresponding values of x and y determined by that equation.

The equation y = x2 generates a parabolic curve of points, as shown. More complicated equations
can create more complicated curves, though for each x there may be none or many corresponding
values of y.

When a pair of simultaneous equations are plotted on the same axes, the intersections mark points
where x and y satisfy both equations. Thus, the solution of simultaneous equations is essentially a
question of determining the intersection points of curves: algebra and geometry meet.



A
The equation of a straight line

ny straight line in the plane can be written as either x = a, where a is constant (this is the special
case of a vertical line) or the more standard form y = mx + c, where m and c are constants. The
constant m represents the slope of the line and c is the value of y where the line meets the y-axis.

The slope, or gradient, of the line is calculated by considering any two points on the line. It is
equal to the change in height between the points, divided by the change in horizontal position between

the points. Mathematically, given any two distinct points (x1, y1) and (x2, y2), then m = . The

slope of the graph shown opposite is .
Both the equations x = a and y = mx + c can be written in the more general form rx + sy = t for

suitably chosen constants r, s, and t. It is in this form that the equation of a line often appears in
simultaneous linear equations (see page 170).





A
The equation of a plane

plane is a two-dimensional flat surface in three-dimensional space. The equation of a plane is
the three-dimensional generalization of the equation of a line: a x + by + cz = d, where a, b, c, and d
are constants, and at least one of a, b, or c is nonzero. Note that, because we are now working in three
dimensions, an additional variable z is needed to describe the third direction.

In the special case that a = b = 0, the equation reduces to cz = d, or z = . Since c and d are
constants, z is also constant, so this plane is a horizontal surface of constant height z, on which x and y
can take any values.

The solution of three simultaneous linear equations in three variables represents the intersection of
three planes. It is usually a point, but there can be cases with no solutions (two planes parallel and
not coincident) or infinitely many solutions: either a line of solutions or a plane of solutions.





A
The equation of a circle

circle is defined to be the set of points that lie a fixed distance away from a given point. It can
also be described in algebraic terms, in the form of an equation.

If the center of a circle is defined as the origin of a Cartesian coordinate system (0, 0), then we can
use Pythagoras’s theorem to find the coordinates of an arbitrary point on the perimeter of the circle (x,
y). Any radius r linking the center to the point (x, y) can be treated as the hypotenuse of a triangle,
whose other sides have length x and y.

Thus for a fixed radius r, we can write x2 + y2 = r2, and define the circle to be the set of points
whose coordinates meet that condition. This is the equation of a circle. It provides the starting point
for the equations which arise from the various conic sections (see page 158).



A
Parabolas

parabola is one of the conic sections, obtained by intersecting a cone with a plane parallel with
the surface of the cone. It has a single maximum or minimum value, and in algebra it is defined by an
equation in which one variable is equal to a quadratic function of the other, y = ax2 + bx + c.

The simplest example is y = x2. Since x2 is greater than zero for both positive and negative values,
the smallest value that y can take is zero, when x = 0. Moreover as the magnitude of x gets very large,
so does x2.

Parabolas are useful for describing the movement of objects experiencing constant acceleration,
since the distance an accelerating object travels is proportional to the square of the time interval
involved. For instance, the idealized trajectory of a projectile such as a cannonball has a steady
horizontal velocity in the x-direction, but is influenced by acceleration due to gravity acting
downward in the y-direction (see page 165).





A
Equations of conic sections

conic section curve is defined geometrically by the intersection of planes with a double-sided
cone (see page 182). The algebraic formula for such a cone with symmetry around the z-axis is |z| = x2

+ y2, where |z| is the modulus of z, so |z| equals z if z is positive, and −z if z is negative. The modulus
is never negative and measures the size of z.

The z-coordinate of a horizontal plane is a constant, for example c, and its intersection with a

vertical cone is defined by x2 + y2 = |c|. This is equivalent to the equation for a circle of radius .
For the intersection with a vertical plane, the y-coordinate is constant, resulting in x2 + c2 = |z|. This is
the equation for a pair of parabolas, one for z < 0 and one for z > 0.

The ellipse and hyperbola are produced by intersections with tilted planes. If the plane cuts the

cone on just one closed curve, the result is an ellipse of form = 1. If it cuts twice, the

result is a pair of hyperbolas for which  = 1.





A
Ellipses

n ellipse is defined as a conic section by the intersection of a tilted plane with a double-sided
cone. Such a cone can be defined by the equation |z| = x2 + y2. If the tilted plane cuts the cone along

just one curve, the result is an ellipse of the form = 1. The constants a and b are related to the
lengths of the shape’s long and short axes.

If a > b > 0, then the foci of the ellipse are the two points lying on the ellipse’s major axis, the x-

axis in this case, at a distance  from the center. An ellipse can also be defined as the set
of points such that the perimeter of the triangles formed by the points on the ellipse and the two foci is
constant. In 1609, German astronomer Johannes Kepler observed that planetary orbits can be
described by ellipses with the Sun at one focus. In general, ellipses can therefore describe the motion
of objects within gravitational fields, such as artificial satellites in their orbits.





A
Polynomials

polynomial is a mathematical expression of the form a0 + a1x + a2x2 + . . . + anxn, in which a0,
a1, a2, . . . are constants. To put it another way, it is a finite series (see page 80) in whole-number
powers of x. The highest power in a given polynomial is called its degree. A polynomial of degree 2
goes up to terms in x2, and is called a quadratic. One of degree 3 goes up to terms involving x3, and is
called a cubic. Polynomials of degree 1 are called linear because their graphs are straight lines. The
zeros of a polynomial are the solutions to the equation with a polynomial on the left side, and a right-
hand side equal to zero.

Polynomials are good local approximations of many functions, and can be used in models for a
wide variety of applications, from physics and chemistry to economics and social science. In
mathematics, they are important in their own right, and are also used to describe properties of
matrices (see page 258) and to create knot invariants (see page 368). Polynomials also play an
important part in abstract algebra.





A
Quadratic equations

quadratic equation is an equation involving terms up to the squares of a variable, so it is an
equation for the zeros of a second-degree polynomial. Geometrically this corresponds to the
intersection of a parabola with the x-axis (y = 0), and the general form of a quadratic equation is ax2

+ bx + c = 0, where a is nonzero.
If b = 0, then solving the equation is easy. Rearranging ax2 + c = 0 we find that ax2 = −c, or x2 = 

. Our solution is therefore x = . Note the ± symbol, indicating that there are positive and

negative solutions, both of which can be squared to give a result of . Of course if  is itself
negative, we will be unable to find a real-number square root.

A slightly more general argument makes it possible to derive the well-known formula shown
opposite. The quantity b2 − 4ac is called the discriminant of the equation, and its sign determines how
many real solutions the equation has.





C
Cubics, quartics, and quintics

ubics are polynomials where the highest power is 3, so they are third-degree polynomials.
Quartics and quintics are fourth- and fifth-degree polynomials, involving a variable raised to the
power 4 and 5, respectively. Just as quadratic equations form parabolic curves with a single turning
point, so higher-degree polynomials generally define a curve with up to one fewer turning points than
their degree. Cubic curves can have two turning points, quartics can have three, and so on.

Finding a generalized solution for these higher-degree equations in terms of elementary functions is
much harder than for quadratics. The solution for cubics was discovered in Italy during the sixteenth
century, and these equations turned out to have either one, two, or three real-number solutions. A
fiendishly clever argument then made the general quartic solvable as well. Quintics eluded all
attempts to solve them until the 1820s, when it was proved that there is no general solution for
polynomials with degree greater than 4.





F
The fundamental theorem of algebra

undamental theorems are results that are deemed to have a particular depth and centrality to a
field of mathematics. The fundamental theorem of algebra describes the zeros of a general
polynomial, and confirms the suspicion from quadratic and cubic equations that the number of real
solutions to an nth-degree polynomial equation is bounded by n. It does this by extending our
understanding of polynomials beyond those with real-number coefficients, into those with complex-
number coefficients (see page 288).

The fundamental theorem gives a factorization of polynomials similar to the prime factorization of
numbers (see page 30). It states that

a0 + a1x + a2x2 + . . . + anxn

can be written as a product of n terms:

an(x − z1) . . . (x − zn)

where z1, . . . , zn are complex numbers, some of which may have zero imaginary part and hence be
real numbers. If the coefficients ai of the polynomial are all real numbers then the complex numbers
with nonzero imaginary parts come in complex conjugate pairs (see page 290).

If the polynomial equals zero, then at least one of the terms in brackets must be zero, and vice
versa. So, this formula tells us that an nth-degree polynomial has n solutions or roots, though some
may be repeated and some may not be real numbers. A repeated root is one that appears more than
once, for example (x − a)2 = 0 has one solution, a, but it is repeated twice, once for each bracket.

This result is credited to the great German mathematician Karl Gauss, who published it in 1799.
However, there was a hole in Gauss’s proof, and it was only rigorously completed in 1920.



F
Introducing functions

unctions represent relationships between mathematical variables. They take an input, manipulate
it in some way, and produce an output. For example, the function ƒ(x) = x + 2 takes an input of a
number x and produces an output ƒ(x) of two more than x. More sophisticated examples include
trigonometric functions, polynomials, and power series, but it is hard to do any mathematics without
assuming some functional relationship between variables.

A function need not be defined for all values of x. It may be specified only for some subset of
values, called the domain of ƒ. The spread of possible outputs of a function is its range. The
collection of actual outputs generated by the function acting on a subset of the domain is the image.

Despite their importance, remarkably few elementary functions can be easily defined and used.
Most others are represented or approximated using these elementary expressions.



T
The exponential function

he exponential function is probably the most important function in mathematics, along with the
identity function x. Written exp(x), it is always positive and tends to zero as x tends to minus infinity,
and infinity as x tends to infinity. The graph of y = exp(x) gets steeper as x grows larger, and the slope
of the graph equals the value of the function, that is the height on the y-axis.

The behavior of phenomena as diverse as radioactive decay, epidemics, and compound interest are
all described by the exponential function, and it is a building block for many other functions. Exp(x)

is sometimes written as —it is Euler’s constant raised to the power x (see page 42). It can also be
defined as a power series:





I
Inverse functions

nverse functions reverse the action of another function. For example if ƒ(x) = x + 2, then the inverse
function, known as ƒ−1(x), is ƒ−1(x) = x − 2. Inverse functions can be found graphically by reflecting
the graph of the original function in the diagonal line y = x.

The inverse of the identity function x is x itself, and the inverse function of the exponential function
is the natural logarithm (see page 44). The natural logarithm of a given number x, usually written
ln(x), is therefore the power to which e must be raised in order to equal our input x. The natural
logarithm also arises as an area, and hence in integration (see page 216): ln(n), is the area under the

curve y = , from 1 to n.
Among its many interesting characteristics, the ln(x) function can be used to describe the

approximate number of primes less than x (see page 392).





C
Continuous functions

ontinuity expresses the idea that the graph of a function can be drawn without lifting your pen
from the paper. Conversely to draw a function that is discontinuous, you must lift your pen from the
paper. The property of continuity provides a lot of control over the function which makes it possible
to make statements about continuous functions as a whole.

If a function is continuous, we can ask questions about how rapidly it varies. Small changes in the
variable naturally create only small changes in the output of the function. By choosing a variable
sufficiently close to x, we can guarantee that the change in output due to a change in x is as small as
we want.

This idea is similar to those used in finding the limits of sequences and series (see page 82), and
this is no coincidence. One formal definition of continuity at x is that, for any given sequence of points
that converges to x, the sequence obtained by evaluating the function at those points converges to ƒ(x).





T
Trigonometric functions

he elementary trigonometric functions are the sine, cosine, and tangent functions, written as 

, , and  . In geometry, the values of  are obtained by
a formula involving the angles and sides of a right-angled triangle. However, these functions can be
extended using geometric arguments to be defined for all real values of the “angle.” This heralds the
opportunity to see applications for these functions beyond geometry.

When represented as a graph, the sine and cosine functions exhibit a regular pattern, where their
shape is repeated every 2π or 360°. Functions with this repeating pattern are called periodic. This
makes them a useful tool in the study of oscillating physical phenomena, such as sound or light waves.

Sine is described as an odd function, with sin (−x) = −sin x. Cosine, on the other hand, is even, and
cos (−x) = cos x. The output values of both functions always lie between +1 and −1.



T
The intermediate value theorem

he intermediate value theorem formalizes the idea that a continuous function can be drawn
without taking your pen off the page. It states that for any continuous function, given any number
between two outputs, there exists an input which has that number as its output, i.e., there are no jumps
that miss out some of the possible outputs. For example, if the inputs 10 and 20 give outputs of 20 and
40, the intermediate value theorem implies that for any output of our function between 20 and 40 there
must exist an input between 10 and 20 which has that number as an output. Note that while the
theorem applies to all continuous functions there are many discontinuous functions that also satisfy it.

The intermediate value theorem is used in many proofs, including the existence of solutions to some
equations. It is also an important ingredient of the ham sandwich theorem, which states that a piece of
ham between two pieces of bread can be simultaneously cut in half with a single slice.



C
Introducing calculus

alculus is the branch of mathematics concerned with studying change. Its two fundamental
components are differentiation (rates of change) and integration (sums over changing objects), both
of which involve working with infinitely small changes of functions and hence limits. Calculus is a
underlying tool of mathematical modeling where rates of change, such as speed, acceleration, or
diffusion, can be expressed in mathematical form.

The unifying idea behind calculus is that for many functions there is a nice relationship between
small changes in outputs and small changes in inputs. Calculus is built out of these relationships. Most
classical applied mathematics relies on calculus and functions: phenomena such as waves in fluids,
oscillations in mechanics, the motion of the planets, pattern formation on seashells, schooling of fish,
chemical changes, and forest fires are all described using calculus.



W
Rates of change

e can measure the rate of change of a function by using graphs. If the graph of a function is
steep, then the output value changes rapidly. If it is shallow, then the output changes more slowly. This
has a physical analogy with real hills and valleys, where large gradients mean the altitude changes
rapidly as a function of horizontal distance.

For a straight line there is a constant slope or gradient, which is indicated by the quantity m in the
line equation y = mx + c (see page 172). For a more general graph we could think about the gradient
at a point on the graph as the slope of a tangential line that grazes the graph at that point.

This can be approximated by drawing connecting lines between the point itself and nearby points
on the graph, and seeing whether they tend to a limit. When such a slope does exist, it is called the
derivative of the function at the point, and varies as the point at which we evaluate the slope changes.



D
Differentiation

ifferentiation is a key concept of calculus. It is a way of using equations to calculate the slope or
gradient of a function, and therefore its rate of change, at a certain point.

The simplest relationship between two variables is a linear one, ƒ(x) = mx + c, where m represents
the slope. If we fix a value on the x-axis of x0, then the slope of the function at any point x is related to
the amounts of change in the x and the y or ƒ(x) directions. These quantities are represented as x − x0
and ƒ(x) − ƒ(x0) respectively. Finding the slope at x0 is a matter of finding the value of m for which
ƒ(x) − ƒ(x0) is approximately equal to m(x − x0), as x tends toward the value of x0.

If the limit as x tends to x0 of the slope m exists, then we say that ƒ is differentiable at x0, and that
this limit is the derivative of ƒ at x0. If ƒ is differentiable then the value of m will vary with the value
of x0. In other words, we have created a new function of x, called the derivative of ƒ and written as 

 or .





S
Sensitivity analysis

ensitivity analysis allows mathematicians and others to measure not just the rate of change, but its
significance. For instance, the valuation of pension portfolios involves a balance between current
assets and future liabilities. Even if assets and liabilities balance at a particular interest rate, a small
future change in that rate may radically change the position. Other examples of such sensitivity
include employment figures, climate models, and chemical reactions.

The larger the derivative of a function, the faster its rate of change, but a large change to a very
large quantity may be less important than a small change to a very small quantity. So a proper
assessment requires us to consider both the derivative of the function and its value. One way of doing
this uses the duration of a function, which is the relative change in its value due to a small change
from a current value. This is related to the function’s elasticity, a term that describes how the slope
varies compared with the slope of a linear function.





T
Calculating derivatives

he derivative of a function ƒ(x) = xn is given by the expression:

where n represents the power to which the original value of x was raised. So the derivative of  is
2x and the derivative of x5 is 5x4. Other common examples are given opposite.

If the function  is itself differentiable, than we can repeat the process and find the second
derivative of ƒ:

Continuing in this way, higher and higher derivatives may be calculated. The nth derivative of a

function ƒ(x) is denoted as .





T
Combining functions

here are two main ways of combining functions to create new functions. The product of two
functions ƒ(x) and g(x) is obtained by multiplying the values of the functions, forming the function
ƒ(x)g(x). For example, the function x2sin x is the product of the function ƒ(x) = x2 with the function
g(x) = sin(x).

The composition of two functions is obtained by applying them consecutively to get ƒ(g(x)). It is
sometimes called the function of a function. For the example above, ƒ(g(x)) would be ƒ(sin x) or
(sinx)2. This is different from combining the functions in the opposite order, since g(ƒ(x)) would
equal sin (x2).

The derivatives of products and compositions are found using the product and chain rules,
illustrated. Both only hold if the derivatives of the underlying functions exist. The quotient rule, which
gives the derivative of one function divided by another, is a direct consequence of the product and
chain rules.





T
Integration

he process of integration roughly corresponds to finding the area under a graph, but with areas
below the axis contributing a negative area. Consider a curve between two points a and b: if we split
the area beneath it into thin segments, then the area of each segment is approximately equal to the
value of the function at that point, multiplied by the segment width.

Summing these areas together we get an approximation to the total area under the curve. The
greater number of ever-narrower segments we use in this process, the more accurate our answer will
be. If the limit as the length of the segments goes to zero exists, it is called the integral of the function
between the limits a and b with , denoted



T
The fundamental theorem of calculus

he fundamental theorem of calculus states that integration is the opposite of differentiation. It uses
the idea that the integral of a function f can be thought of as a new function, F(x) say, of the upper limit

of the integral, leaving the lower limit unspecified. So . By convention this is often

written as .  is called an indefinite integral, and since the lower limit is not
specified it is only defined up to a constant, called the constant of integration.

Changes in  reflect changes in the area under the curve due to small changes in the upper

limit. Since the derivative of a constant is zero, the derivative of the function  does not depend
on the constant of integration, and it turns out that it equals the original function ƒ(x). So 

. This is the fundamental theorem of calculus. A related result is that 

 where c is a constant of integration. This is a useful way of evaluating many
integrals.





T
Integration and trigonometry

he integrals of some elementary functions of x turn out to be related to trigonometric functions.
This demonstrates just how central the trigonometric functions are to mathematics: if they had not
been introduced in geometry via the ratios of sides of triangles (see page 132) they would need to
have been defined in calculus as the integral of some relatively simple function. An example is:

and another example is given opposite. Here tan−1 is the inverse function of the tangent function,
known as arctan. Similarly, sin−1 is the inverse sine function, arcsin. Note that the inverse function is

not the same as the reciprocal, .

The standard way of deriving these expressions is to use the relationship 

and the rather easier statement that the derivative of the arctan function, tan−1x, is .





T
Taylor’s theorem

aylor’s theorem states that if a function ƒ(x) can be differentiated an infinite number of times then
it can be approximated by a power series called a Taylor series. The Taylor series of a function about
a point x0 is a sum of terms involving (x − x0) raised to successively higher powers of natural
numbers.

For a value of x close to 0, the series is:

where ƒ(n) is the nth derivative of the function and ! is the factorial operator (see page 104). This
special case of a Taylor series is known as a Maclaurin series.

If the series converges (see page 90) for all values of x close to x0, the function is said to be
analytic at x0. Analytic functions are important in complex analysis (see page 302).





I
Interpolation

nterpolation is the art of estimating the output of a function at a specific point, based on the value of
that function at other known points. It is important in applications where data is used to build a
functional relationship between quantities.

Imagine that we know a function’s value ƒ(x) at n + 1 points x0, x1, . . . , xn, with the xi ordered
from smallest to largest. What value should we assign the function at a general point x between x0 and
xn? This problem arises daily when forecasting weather based on data at a discrete set of sites
around the country. One way is to attempt to fit a polynomial (see page 184) through the data points.
There are n + 1 points and an nth-order polynomial has n + 1 coefficients to assign, so there are
precisely the right number to match the known values.

The eighteenth-century French mathematician Joseph-Louis Lagrange found an explicit formula for
this form of interpolation, with an associated error similar to that of a truncated Taylor series.





T
Maxima and minima

he process of finding the maximum or minimum values of a function is called optimization. A
maximum of a function ƒ(x) lies at point c if ƒ(c) is greater than or equal to ƒ(x) for all other values of
x. Similarly, a minimum lies at d if ƒ(d) is less than or equal to ƒ(x) for all other x. A local maximum
or minimum is one where ƒ(x) is only compared for nearby values of x.

At these points, the tangent to the curve is horizontal, so the derivative is zero. This provides an
easy way to determine local maxima or minima. At a point c where the derivative is zero, the linear
term of the Taylor series (see page 222) disappears and

 + higher order terms

If  then this is locally like a parabola, with a maximum if the second derivative is negative
and a minimum if it is positive. If  it may instead be a point of inflection, where the function
flattens out before continuing in the same direction.





D
Differential equations

ifferential equations express relationships between functions and derivatives. They are used to
model many processes in economics, biology, physics, and chemistry, where they link the rate of
change of a quantity to the quantity itself.

For example, the rate of radioactive decay in a chemical sample is proportional to the number of

atoms in the sample, as shown by the equation for radioactive decay: , where N is the
number of atoms, a is a constant related to the half-life of the element, and t is time. This has the

solution . The expression incorporates a term of the form ex, showing that the decay
is exponential.

Ordinary differential equations are those which involve only one independent variable, such as
time in the example above. It is not usually possible to solve them explicitly, so either approximation
methods or numerical simulations must be used.





F
Fourier series

ourier series are functions that are expressed as an infinite sum of sines and cosines. Since the
sine and cosine functions consist of repeating patterns, the Fourier series itself is also a repeating, or
periodic, function.

For values of x between 0 and 2π we can approximate the function ƒ(x) as:

where

 

If the original function is not itself periodic, then the Fourier series provides a representation of the
function in the specified interval of values, but not outside it. Instead, it repeats the function, as shown
opposite.





F
Functions of more than one variable

unctions of more than one variable represent relationships between several different mathematical
variables. For example the function ƒ(x, y) = x2 + y2 is a function in the variables x and y. It takes an
input x and an input y and produces an output ƒ(x, y) equal to the sum of their squares.

Equations like this allow us to model functions in three or more dimensions. For example, for
Cartesian coordinates (x, y) in the plane, our function becomes a function of these coordinates. We
can write this as , to show that the domain of the function is the plane R2 and the image of
the function is the real numbers R. Whereas functions of a single variable can be represented as
graphs, three-dimensional functions like this can be represented as surfaces.

These ideas can be extended further, to functions of n real variables, , such as ƒ(x1

, . . . , xn) = x1
2 + . . . + xn2.





P
Partial differentiation

artial differentiation is the generalization of differentiation to functions of several variables. As
with one-dimensional differentiation, the idea is to consider the rate at which a function changes at a
specific point. But here there are many different ways of varying the initial point. One choice, in the
(x, y)-plane, is to keep y fixed and change x. This defines the partial derivative with respect to x,

written , which can be calculated exactly as the standard derivative with respect to x, treating y
as though it was a constant.

Similarly, the partial derivative with respect to y,  is obtained by differentiating with respect to
y keeping x fixed. These partial derivatives describe the effect of small changes in two particular
directions. The effect of variations in other directions can be obtained from these by using weighted
sums of the partial derivatives in x and y, or more generally by using the vector gradient of the
function, grad(f), often represented by the symbol ∇ (see page 252).





I
Integration on a curve

ntegrating a function along a curve is the equivalent of integration in one real variable but for
functions of more than one variable. In two dimensions, the function z = ƒ(x, y) forms a surface.
Imagine a curve in the (x, y)-plane, z = 0, and a curtain-like surface connecting this to the surface z =
ƒ(x, y) vertically above or below it. The integral of the function along the curve is essentially just the
positive or negative area of this curtain, and is sometimes called a line integral.

If y is fixed at a given number, then ƒ(x, y) becomes a function of x and some constant. Thus for
fixed y, it is possible to integrate ƒ(x, y) with respect to x, using standard techniques. Equally, if x is
fixed, the function can be integrated with respect to y. Geometrically, this corresponds to integrating
along straight lines in the (x, y)-plane. There are some technical issues about how and when this can
be done in general, but the point is that the idea of integration is easily extended. This is important,
for instance, in mechanics, where it is used to calculate work done.





I
Integration on a surface

ntegrating a function on a surface is a higher-dimensional version of integration that creates
volumes instead of areas. Imagine a region A in the (x, y)-plane and a function z = ƒ(x, y). By breaking
up the area into many very small pieces, the volume under the curve is approximately the value or
height of the function at some point, multiplied by the small area. Adding these volumes up gives an
approximation of the entire volume under the surface. If this sum tends to a limit as the area of the
small pieces tends to zero then this is the surface integral of ƒ on A, denoted:

This is called a double integral, as the area is a product of small changes in x and y. Higher multiple
integrals, giving generalized integration for functions of more variables, can also be defined.



G
Green’s theorem

reen’s theorem links a double integral over a surface A with a line integral around the surface’s
boundary . It states that:

where ds denotes the one-dimensional small change along the path of .
Equations like this hint at a very abstract connection between generalized integrals and partial

derivatives. Vector-valued functions provide several more key examples (see page 252). Given the
fundamental theorem of calculus, such connections should not be a complete surprise. The interesting
point here is that the connections between integrals over surfaces and curves generalize to statements
about integrals over n– and (n − 1)-dimensional surfaces.





V
Introducing vectors

ectors are used to represent mathematical or physical quantities which have magnitude, or
length, and direction. For example, the wind has a given speed and direction, and like winds on a
weather map, vectors are often represented by an arrow, with the arrowhead and alignment of the
arrow defining the direction, and the length denoting the vector’s size.

Once you understand how vectors combine, and the intuitive meaning of those combinations,
geometric calculations that would be very complicated without vectors become routine. Thus vectors
provide another set of techniques for tackling geometric problems, and having different ways to
approach the same mathematical problems can lead to new insights. Because the algebraic structure
of vectors is mimicked by many other mathematical objects, they are extremely useful. Collections of
vectors known as vector spaces can be applied in many areas of mathematics, and have wide-ranging
applications in science and engineering.





A
Adding and subtracting vectors

dding two vectors is as simple as placing their arrows nose to tail, and drawing a new arrow
from the start point to the end point. This new vector is known as the resultant vector.

Vectors can also be described by Cartesian coordinates, where the point (x, y) gives the position of
the end point with respect to an arbitrary origin. Just like following a treasure map, if we move x
steps in the x-direction, then y steps in the y-direction, we will reach our goal. The sum of two
vectors (1, 0) and (0, 1) can therefore be calculated by adding the coordinate components
independently, resulting in (1, 1). Subtraction works in the same way: the resultant of (3, 2) minus (1,
1) is (2, 1).

Because each coordinate of a vector represents one side of a right-angled triangle, its magnitude or
modulus can be obtained by Pythagoras’s theorem (see page 130). The modulus of a vector (1, 1) is
equal to the hypotenuse of a triangle with sides of length 1. By Pythagoras’s theorem, this is 

, or .





T
Scalar product

he scalar or dot product is an operation that combines two vectors to create a scalar, a number
without a given direction. Written as a · b, it is the product of their lengths multiplied by the cosine of
the angle between them. If the vectors are represented in component form, then the scalar product is
the sum of the products of each pair of components. The scalar product of (1, 2) and (1, 3) is
therefore (1 × 1) + (2 × 3) = 7.

If two vectors are perpendicular, then the cosine of the angle between them is zero. Hence the
scalar product of two perpendicular vectors is also zero. If either vector is a unit vector, with
magnitude or modulus 1, then the scalar product is simply the component of the other vector in the
direction of the unit vector: the scalar product of (2, 3) and (0, 1) is 3.

This concept is important in physics, where properties such as magnetic flux are given by the
scalar products of vectors that represent the magnetic field and the area being considered.





T
Cross product

he vector or cross product, written a × b, is a method for multiplying two vectors in three-
dimensional space, producing a vector that is perpendicular to both initial vectors. In physics, it can
be used to calculate the torque of a force. The magnitude or modulus of a vector product of two
vectors is the product of their lengths times the sine of the angle between them. This is also equal to
the area of a parallelogram whose adjacent sides are given by the two vectors.

The direction of the resulting vector is given by a convention called the right-hand rule, shown
opposite. If the first finger of the right hand represents vector a, and the second finger represents
vector b, the direction of the vector product is indicated by the thumb. Using the right-hand rule to
identify the direction of both a × b and b × a, we find the thumb points in opposite directions. So the
order in which the vectors are written matters: unlike the normal multiplication of numbers, the vector
product is a noncommutative property.





V
Vector geometry

ector geometry describes the use of vectors to solve geometrical problems. Many ideas in
geometry are greatly simplified by posing them in vector form, especially when working in three or
more dimensions. For example, if the position of a point in three dimensions is represented by a
vector r = (x, y, z), called the position vector, then a two-dimensional plane through a point with
position vector r0 is given by the solutions of a · (r − r0) = 0, where a is a vector perpendicular to the
plane.

If we write out the coordinate equations of three planes using this formula, the condition for their
intersection is given by three simultaneous equations (see page 168). The advantage of seeing the
problem in this way is that it becomes obvious from the geometry that three simultaneous linear
equations either have a unique solution, the typical case (infinitely many solutions, where all planes
would be the same) or no solutions, where at least two planes are parallel and not equal.





V
Vector functions

ectors whose components are functions, describing a relationship between two or more
variables, are vector functions. To study these relationships, the components can be differentiated or
integrated like real functions.

Differentiation itself can be expressed by a vector operator. For example, if ƒ(x, y) is a real

function in a plane, the gradient of ƒ is given by a vector function , written as . This
vector’s direction and magnitude give the direction of the greatest rate of increase in ƒ, and the rate of
that increase.

The operator , known as del, has many beautiful properties. Two that relate integrals are shown
opposite. One example is that the flux out of the boundary of a surface is equal to the divergence of
the vector function within that surface. This explains what happens when air is pumped into a tire:
since the flow or flux of air out of the tire is negative, the expansion of air within the tire is also
negative; in other words, it is compressed.





T
Dimensions and linear independence

he dimension of an object or space is a measure of its size. For standard Euclidian space it is the
number of coordinates needed to specify the points within that space. For instance, a circle is one-
dimensional, a disc is two-dimensional, and a sphere is three-dimensional. Intuitively we understand
that there are two or three directions that can be explored: up, down, and sideways. This is expressed
mathematically using the idea of independence.

A set of vectors is linearly independent if none of the vectors can be written as the sum of
multiples of the others. Any set of n linearly independent vectors is said to be a basis for n-
dimensional space, and any vector in the space can be written as a linear combination of basis
vectors. In three dimensions, the standard Cartesian basis is the set of coordinate vectors (1, 0, 0), (0,
1, 0), and (0, 0, 1), which have the additional property that they are perpendicular to each other. But
any three linearly independent vectors is an acceptable basis for three dimensions.





A
Linear transformations

linear transformation is a function that transforms one vector into another vector, while also
respecting the rules of linear combination. For example, a transformation applied to the sum of
vectors must have the same result as if each vector was transformed, then added together. More
generally, if a and b are scalars and u and v are vectors, then the linear transformation L must conform
to L(au + bv) = a(Lu) + b(Lv). So if we know the value of the linear transformation on a set of basis
vectors, we will also know the value of the transformation everywhere within the basis-defined
space.

Linear transformations have a geometric interpretation and include translations, rotations, and
shears. Thus the language of linear transformations provides a way to describe simple geometric
operations. They also arise naturally in calculus: in fact, derivatives (see page 208) are nothing more
than linear transformations on functions, and the study of linear transformations unifies aspects of
geometry and calculus.





M
Introducing matrices

atrices are collections or arrays of numbers organized in fixed numbers of rows and columns.

They are written within brackets as, for example:   or   .
Matrices can be used in many contexts, but are particularly helpful when calculating the effect of

linear transformations. Given a coordinate point (x, y), a general linear transformation takes, or maps,
this to a new point (ax + by, cx + dy), a process known as matrix multiplication. We can represent this

as Mr where r is the position vector (x, y) and M is a matrix   representing the action of the
linear transformation. This 2 × 2 matrix definition can easily be extended to n × n for work in higher
dimensions.

The identity matrix, I, has 1s in the diagonal positions and zeros elsewhere. Ir therefore equals r
for any vector r.





M
Solving matrix equations

atrix equations are mathematical equations where an entire matrix array is represented by a
single variable. These simplified expressions are used in a wide variety of contexts, including linear
transformations.

If Mr describes the effect of a linear transformation on a vector r, then the vectors that map to a
given vector b under the transformation are given by the solutions to the matrix equation Mr = b. To
solve this we need to use the inverse matrix of M, if it exists.

The inverse M−1 is the matrix that, when multiplied by M, gives the identity matrix I. Applying M−1

to the equation Mr = b, we can say that M−1Mr = M−1b. Since M−1M = I, then Ir = M−1b. And since
the identity matrix leaves a vector unchanged, r is therefore equal to M−1b.

Of course, this is no help unless we know M−1, but at least in the 2 × 2 case this is easy to

calculate. For the general matrix  , the inverse is  , provided that ad − bc is
not equal to zero.

If we think about the coordinate representation of the matrix equation Mr = b it is precisely a set of
simultaneous linear equations. Thus we come full circle: the problem of finding the intersection of
three planes (see page 174) is equivalent to solving three simultaneous linear equations (see page
168) via the vector representation of planes (see page 250), and is also equivalent to solving matrix
equations.

Our matrix inverse allows us to see that in two dimensions, where planes are the same things as
lines, there is a unique solution provided that ad − bc does not equal zero. If it does, then there are
either no solutions or infinitely many solutions. The quantity ad − bc is called the determinant of the
matrix. In higher dimensions the expression is more complicated but there are standard ways of
calculating it.



A
Null spaces

lso known as the kernel of a matrix, the null space is the set of all vectors that are mapped to the
zero vector by the action of the linear transformation. For a matrix M, where Mr describes the effect
of a linear transformation on a vector r, the null space N is the set of points for which Mr = 0. The
dimension of this null space is known as its nullity.

To explore the size or dimension of the transformed vectors, consider the image space Im(M): this
is the set of points b for which Mr = b for some value of r. Then the rank of M is the dimension of its
image space. Moreover, if Mr = b has one solution for a given b, then it has a space of solutions
equal to the dimension of N. This is because adding any vector in N to the known solution is also a
solution. So if b is in the image of M there is a solution, and the multiplicity of solutions is described
by the dimension of N.

Since the effect of a linear transformation can be deduced from its action on a set of basis elements
(see page 256), it should not be a surprise that the size or dimension of the set of points in the image
of the transformation, Im(M), equals the number of linearly independent vectors in the transformed
basis elements.

If this number is k, and we are working in n dimensions, then there are n − k linearly independent
vectors which map to the zero vector. In other words, the dimension of the image of the transformation
(its rank) plus the dimension of its null space (its nullity) equals the dimension of the vector space we
are working in.

This might not seem like a big deal, but it is the sort of decomposition theorem that mathematicians
love, and it has important consequences. Since many problems, such as linear differential equations,
can be expressed in this language, the very precise description of solution spaces from this result is
used across several areas of mathematics.



E
Eigenvalues and eigenvectors

igenvalues and eigenvectors are special sets of scalars and vectors associated with a given
matrix. Their names derive from the German eigen, meaning “peculiar to” or “characteristic.” For a
square matrix M, with eigenvalue λ and corresponding eigenvector r, then Mr equals λr. In physical
terms this means that eigenvectors are those directions that remain unchanged by the action of the
matrix M, and λ describes how distances are changed in that direction with negative eigenvalues
indicating a reversal of direction.

If we try to solve the equation Mr = λr, it is the eigenvalues (λ) that are the easiest to obtain. By
rewriting the definition as (M − λI)r = 0, we can see that solutions exist only if (M − λI) has a
nontrivial null space. This means that the determinant of (M − λI) must be zero. The determinant of
such an n × n matrix turns out to be a polynomial (see page 184) of degree n in λ. Eigenvalue
problems are common since they provide a great deal of information about linear transformations.





A
Introducing abstract algebra

bstract algebra is the study of structure imposed by different rules for combining elements of a
set. These rules mimic different aspects of the familiar operations of addition and multiplication for
ordinary numbers, and the structures created include groups, fields, rings, and vector spaces.

For instance, a vector space is an abstract structure that includes a set of vectors plus their
associated rules. These rules describe how combinations of objects within the structure behave, and
can be codified as a short list of properties. In vector spaces, the rules describe vector addition (see
page 244) and scalar multiplication (see page 246).

This move away from explicit applications in real space toward a more abstract set of properties
is typical of the way that mathematicians develop ideas. Despite their abstraction and restriction,
these amazing structures have far-reaching implications in areas from molecular structure to topology.



A
Groups

group is a set of elements together with a binary operation, which could be thought of as
multiplication or addition, but is not named in the general definition.

For any set G, operation ∙ and three elements a, b, and c, four basic properties or axioms must be
satisfied:

1. Closure: if a and b are in G, then so is .

2. Associativity: .
3. Identity: there exists an element e in G such that  for all a in G.

4. Inverse: for all a in G there exists a−1 in G, such that , where a−1 is known as the
inverse element of a.

For instance, the set of integers and the operation of addition form a group with e = 0, since it is the
only number that can be added to an element without changing it. Groups can also be used to represent
physical properties, such as the symmetries of regular polygons, crystalline structures, or snowflakes.





A
Symmetry groups

symmetry group represents the different ways that an object can be transformed so the end result
is indistinguishable from the start. It also includes the operation of composition, applying one
transformation to the result of another, as do all group manipulations.

Consider an equilateral triangle. If we rotate it clockwise by 120°, or reflect it in a line through a
vertex and the center, the result appears unchanged. If we call the rotation a and the reflection b, then
we can use multiplication to indicate compositions of the two.

So, a2b means we rotate the triangle by 120° twice, then reflect it in the line. In fact there are six
different combinations of a and b that produce independent transformations of the triangle: e, a, a2, b,
ab, and a2b, where e is the identity, which does nothing to the triangle. Every other combination is
equivalent to one of these: a3 or b2 are the same as doing nothing, or e.



A
Subgroups and quotient groups

subgroup is a subset of a group that satisfies the group axioms (see page 268). Since the identity
element {e} is itself a group, there is always at least one subgroup.

The group of symmetries of the equilateral triangle (see page 270), is {e, a, a2, b, ab, a2b} where a
is a rotation of 120° around the center and b is a reflection in a symmetry line through the center. This
group has two obvious nontrivial subgroups, the rotations {e, a, a2}, and the reflections {e, b}. Both
of these are examples of cyclic groups, where all elements are compositions of a single element.

If H is a subgroup of G, and ghg−1 lies within H for all h in H and g in G, then H is called a normal
subgroup. Normal subgroups allow us to construct new groups from old ones.

A quotient group is a group constructed from the elements of a group and one of its normal
subgroups.

If H is a normal subgroup of the group G then, for any two elements a and b in G, either aH = bH,
where xH is the set of all points of the form xh for some h in H, or the two sets have no elements in
common. This means that we can think of these sets as elements of a new set, and with the natural
combination law (aH)(bH) = abH, this turns out to be a new group, called the quotient group and
denoted G / H.

The quotient group and the normal subgroup that defines it effectively act as a factorization of the
group G into smaller groups, which helps us to understand the original group. These smaller groups
act as building blocks for the group in the same way that the structure of numbers is described by
prime factorization.

For groups, the role of prime numbers is played by the simple groups, those that have no nontrivial
normal subgroups other than themselves.



S
Simple groups

imple groups are groups that do not have nontrivial quotient groups. Their only normal subgroups
are either the identity or the original group itself. This is almost exactly analogous to the prime
numbers, where a prime has only one and itself as factors.

Just like primes, there are infinitely many simple groups. Unlike primes, however, simple groups
can be neatly classified. The classification in 2004 of all the finite simple groups is among the
greatest mathematical achievements of the last fifty years.

Simple groups include the cyclic groups of prime order and the family of alternating groups, which
arise naturally in the study of finite sets. There are 16 other families of simple groups, called the Lie-
type groups, and then 26 exceptions, isolated special cases called sporadic groups. Of these, 20 are
related to the largest of the exceptions, the Monster group. The remaining six are known as the
pariahs.





T
The Monster group

he Monster group is the largest sporadic simple group and is important in the classification of
finite groups. Its only normal subgroups are the trivial group and the Monster itself.

Originally conjectured in the 1970s, the Monster was finally hunted down by Robert Griess in
1981, and described in a 1982 paper titled The Friendly Monster. It contains
808017424794512875886459904961710757005754368000000000 (roughly 8 × 1053) elements.
Written in matrix form, the monster array requires 196,883 × 196,883 components.

The size and complexity of groups like this mean it has taken time to be sure that all the possible
sporadic groups are accounted for. Although the earliest were discovered in the late nineteenth
century, the complete description of all sporadic groups was only completed in the early twenty-first
century.



L
Lie groups

ie groups are important families of groups whose elements depend on continuous variables,
unlike the discrete structures of the Monster group and the symmetry groups of polygons. For
example, if we consider the symmetry of a circle we find that a rotation about the center by any angle
maps the circle onto itself. The symmetry group of the circle can therefore not be classified in the
same way as that of a body like an equilateral triangle, with its six discrete elements (see page 270).
The circle’s symmetry group, which is a Lie group, is said instead to have continuous
parameterization.

Unsurprisingly, the theory of continuous groups is more complicated than that of discrete groups,
although the Lie groups are the best understood of them. They may be described only through the
nature of their parameters, but they inherit more than just their continuous structure. They can also be
viewed as smooth, or differentiable, manifolds, which are specific types of topological spaces (see
page 336).





A
Rings

ring is an abstract mathematical structure that includes a set of elements together with two binary
operations. This is in contrast to a group, which contains a set of elements and a single binary
operation. In the theory of rings, the operations are usually called addition, +, and multiplication, ×,
and as with groups, when either of the operations is performed on two elements of the set, the result
should be another element within the set, and hence within the ring.

Unlike groups, where there is no assumption that the operation within the group is commutative
(see page 24), the additive operation of a group must be commutative. In other words, for any
elements a and b, a + b must equal b + a. There must also be an additive identity and inverse, so that
the elements of the ring form a group under addition. The multiplicative operation must be associative
(see page 24).

Finally, two laws which determine how combinations of the additive and multiplicative operations
behave also need to hold. These laws make multiplication distributive over addition:

a × (b + c) = (a × b) + (a × c)

and (a + b) × c = (a × c) + (b × c)
The integers, the rational numbers and the reals are all rings. However, a general ring has

properties that are unlike these examples. For instance, if , where 0 is the additive identity, the
element which, when combined with any other element using the addition operation, leaves that
element unchanged, and if a × b = 0, then we cannot necessarily conclude that b = 0, even though this
would be obvious for the rationals, integers, or reals. For similar reasons, if a × b = a × c then b and
c are not necessarily equal either.

Despite these restrictions rings arise naturally in a number of areas of mathematics, particularly
those associated with group theory. To allow features such as multiplicative cancellation, further
restrictions need to be placed on the algebraic structure, leading to fields (see page 282).



A
Fields

field is an algebraic structure that includes a set and two binary operations. As with a ring, these
operations are known as addition and multiplication, and likewise the set together with the additive
operation forms a commutative group. However, multiplication is also commutative within a field, so
for any elements a and b, a × b = b × a and the set, except the additive identity element, forms a
commutative group with the multiplicative operation. The distributive laws of a ring also hold (see
page 281).

This means that division is possible in a field for all elements except the additive identity, and
means that, unlike in rings, if a × b = a × c and , then b = c. Thus a field has more of the
features that standard numbers have under addition and multiplication than a ring. The integers,
rational numbers and reals are all fields, as well as being rings. Another example is the set of

numbers of the form  where a and b are rational.





G
Galois theory

alois theory was developed by the French mathematician Evariste Galois, who died after a duel
aged 20. It connects group theory to the solutions of polynomials (see page 184).

The general solutions to quadratic, cubic, and quartic equations were known by the late sixteenth
century, but no such solution had been found for higher-order polynomials. Although solutions to
polynomials appear rooted in algebraic manipulation, Galois showed that group theory can reveal
whether a polynomial has a closed form solution, involving simple algebraic operations.

Galois looked at the way that equations with given solutions could be transformed between each
other, and found that the existence of closed form solutions is related to whether or not an associated
group is commutative. Only the first four of the solvable groups he constructed are commutative,
indicating that only polynomials up to and including degree 4 can be solved generally in terms of
simple algebraic functions.





T
Monstrous moonshine

he monstrous moonshine conjectures reveal links between two different areas of mathematics.
They were proposed by British mathematicians John Conway and Simon Norton after John Kay
mentioned a bizarre coincidence during a 1978 seminar. Kay noticed that a coefficient in the
expansion of a function defined in number theory by Felix Klein was 196,884, just one digit from
196,883, the size of the Monster group in matrix form.

The answer to why these two areas—representations of the Monster group on the one hand and
algebraic number theory on the other—are so intimately connected uses ideas from yet another area of
mathematics, the vertex operator algebras of theoretical physics. In a piece of work that earned him a
Fields Medal, the highest award in mathematics, Richard Borcherds showed that the conformal field
theory of theoretical physics provides an explanation for this deep connection. However, many details
of this relationship between quantum theories, algebra, topology, and number theory are still not
understood.





C
Complex numbers

omplex numbers are an extension of the real numbers that make it possible to make sense of the
square roots of negative numbers. Any complex number z can be written as a + ib, where a and b are
real and i is the square root of −1, so i2 = −1: a is the real part of z and b is the imaginary part.

If we think of (a, b) as Cartesian coordinates, we can explore the geometry of complex numbers as
in the figure opposite. This is called the Argand diagram. As a point in the plane, any complex
number z therefore has a distance from the origin, called the modulus of z and denoted |z|. By
Pythagoras’s theorem |z| can be calculated from its two components, using |z|2 = a2 + b2.

Any complex number also has an angle, relative to the x-axis, called the argument of z. A complex
number can therefore be specified in terms of its modulus |z| and the angle θ, as z = |z| (cos θ + i sin
θ).



T
Geometry of complex numbers

he geometric interpretation of complex numbers using the Argand diagram provides a simple
interpretation of two other features of complex numbers: the complex conjugate and the triangle
inequality.

The complex conjugate of z = a + ib, known as  or , is a − ib, the image of z reflected in the
real (x) axis. A simple calculation shows that |z|2 = , and also that the real and imaginary parts of
z can be written in terms of the sum and difference of the number and its complex conjugate as 

 and .
The triangle inequality is the mathematical formulation of the statement that the long side of a

triangle must be shorter than the sum of its other two sides. The sum of two complex numbers is
geometrically the same as the sum of two vectors (see page 244) where the components of a complex
number are its real and imaginary parts. Thus, for complex numbers z, w, and z + w, |z + w| ≤ |z| + |w|,
which is the triangle inequality.





M
Möbius transformations

öbius transformations are functions of the complex plane which map circles and straight lines

to circles and straight lines. They take the form f(z) =  where ad − bc ≠ 0, and where a, b, c,
and d are complex numbers and z is a complex variable.

The compositions of these transformations form a group (see page 268), with the group operation
being equivalent to matrix multiplication on the 2 × 2 matrix, with entries a, b, c, and d. Crucially,
they also preserve angles.

Möbius transformations are used in physics, for example, to change two-dimensional fluid models
into simpler scenarios, where problems can be more easily solved, and then back again.

Some features of the group of 2 × 2 complex matrices can also be visualized using Möbius
transformations, creating beautiful graphs such as the one shown opposite.





C
Complex power series

omplex power series, or complex Taylor series, include infinite series of the form a0 + a1z +
a2z2 + a3z3 + . . . , where the coefficients ak are all complex numbers. More generally, the powers of
z can be replaced by powers of (z − z0) for some fixed complex number z0.

As with real power series (see page 106), the issue of convergence is central to the theory of
power series. One way of establishing convergence is comparing the sum of the moduli of each term
|a0| + |a1z| + |a2 z2| + |a3 z3| + . . . with the geometric series 1 + r + r2 + r3 . . . (see page 100).

If the power series converges for all values of z then the function created by the series is entire.
Entire functions include the complex polynomials and complex exponentials. If the power series
converges for values of z close to z0, then the radius of convergence of the series is the largest r such
that the series converges for all z within a circle of radius r centered on z0.





C
Complex exponentials

omplex exponentials arise if we take the definition of an exponential (see page 194) and apply it
to a complex number, z = x + iy. Since the exponential of z, ex + iy, can be expressed as exeiy, where
ex is the standard real exponential, anything new in this quantity is going to come from the imaginary
part, eiy, known as the complex exponential.

In fact, representing eiy as a power series (see page 106) and separating out the real and imaginary
terms leads to the conclusion that

eiy = cos y + i sin y

So trigonometric functions are not really geometric in origin—they are actually complex
exponentials! This remarkable discovery has important practical uses: it allows engineers to use
complex numbers for modeling alternating current, and physicists to use complex wave functions to
describe the probability of events in quantum mechanics.

Mathematically it is perhaps more natural to start with the exponential function and complex
numbers and deduce the geometric interpretation. Note that, using the corresponding formula for e−iy,
both cosine and sine functions can be written as sums or differences of the exponentials themselves.

The relationship between complex exponentials and the sine and cosine functions gives rise to
what many consider the most beautiful equation in mathematics. This is Euler’s identity, which links
the five most important numbers in analysis: 0, 1, e, π, and i. It is derived by setting y = π in the
previous equation. Since cos π = −1 and sin π = 0, the equation becomes eiπ = −1. If we bring the 1
over to the other side of the equation, we get:

eiπ + 1 = 0.

Look out for this result wherever mathematicians proclaim their geekiness!
Another consequence of all this is that, since we can write z = x + iy in terms of a modulus |z| = r,

and an argument θ as z = r(cos θ + i sin θ), the modulus-argument description of a complex number is
given by z = reiθ.



A
Complex functions

complex function ƒ(z) is simply a function of a complex number, z = x + iy. Since ƒ(z) is
complex, it has both a real and an imaginary part, often written as u + iv. The theory of complex
functions is frankly bizarre, generating all sorts of results that are particular to the world of complex
analysis. This is because being a function of z is very restrictive; the function must be written without
use of the complex conjugate z*. Thus the real part of z is not a complex function.

This special nature becomes particularly obvious when complex functions are iterated (see page
106). During iteration, a new number is defined as the function of the previous number, and the whole
process is then repeated. The sequences produced using this approach are the subject of an area of
study known as dynamical systems. An example of the beautiful structures created from a
straightforward complex function such as c + z2 is shown opposite. It shows a set of points that do not
tend to infinity under iteration, known as a Julia set.





T
Complex differentiation

he derivative of a complex function is defined in the same way as that of a real function (see
page 208): it measures the way a function changes as its input changes. Thus, the derivative of ƒ at z,

if it exists, is  where ƒ(w) − ƒ(z) tends to  as the complex variable w tends to z.

This means that if ƒ(z) = z2 then the derivative , is 2z, which is what we would expect.
Because of the two-dimensional nature of the limit and the particular form of the complex function,

satisfying this definition imposes many more restrictions on the function than might be expected. For
example, if z = x + iy and ƒ(z) = u + iv, then ƒ is complex differentiable if and only if rules called the

Cauchy-Riemann relations hold for the partial derivatives  and . This in turn

implies that u and v are harmonic functions that satisfy  = 0. This is Laplace’s equation,
which is among the most ubiquitous equations in mathematical physics.





A
Analytic functions

nalytic functions are those complex functions that are differentiable. Since, in order to be
differentiable at all, a complex function must satisfy Laplace’s equation (see page 300) such functions
must be differentiable not just once, but twice. We might naturally expect twice-differentiable
functions to be rarer than singly differentiable ones, but in fact the opposite is the case: it is so hard
for a complex function to be differentiable at all that if a function can be differentiated once, this
implies it can be differentiated infinitely often. This is about as far away from the case of
differentiating real functions (see page 208) as it is possible to get!

So, in the complex case, if one derivative exists then all exist. Now suppose that ƒ and g are two
analytic functions, each having a convergent Taylor series in some region of the complex plane. If the
regions overlap and ƒ(z) = g(z) in the overlapping zone, then ƒ(z) = g(z) everywhere. This technique
of analytic continuation is used in analyzing the Riemann zeta function (see page 394).





A
Singularities

singularity is any point at which a complex function becomes undefined. Complex singularities
can be removable, if they are removed by the analytic continuation, poles if they behave like 

, with n > 0, essential if the Laurent series defined below has infinitely many terms with
negative powers, or branch points if the function is multivalued.

If near a pole ƒ(z) is defined by a power series that includes negative powers of z:

This Laurent expansion is used to express complex functions that are not analytic, and cannot be
represented by traditional Taylor expansions. A related representation is the Newton-Puiseux
expansion, a generalized power series that can include fractional powers of z. This is used to create
a new object, known as a Riemann surface, across which a function has a single value.





A
Riemann surfaces

Riemann surface is one where a multivalued function of the complex plane becomes single-
valued on the surface. The natural logarithm, ln(z), of the complex number , is .

But since , using Euler’s identity (see page 296), , so  is also 
. In fact,  for all integer values of k, so ln(z) = ln(|z|) + i(θ + 2kπ) for any

integer k. This is a multivalued complex function—a slightly different example is the square root of z.
The Riemann surface shown opposite removes the multivalued nature of the natural logarithm by

separating the different branches of the logarithms. If we move around the central column by one
rotation or 2π radians, we do not come back to the same place, as we would on a plane, and this
allows the logarithm to be single-valued on the surface. The general theory of Riemann surfaces
shows how to create these more complicated models of the complex plane to make different functions
single-valued.





A
Complex integration

s with differentiation, integration along a path in the complex plane can be defined by analogy
with the two-dimensional case of a line integral (see page 236). But complex functions yield some
surprising results when integrated around closed curves.

The integral of an analytic function—a complex function that is differentiable (see page 302)—
around a closed curve is zero: this is Cauchy’s theorem. Functions with Laurent series (see page 304)
can also be integrated around a closed curve containing the pole. Here, the analytic part integrates to
zero, as do all the powers of z−n except z−1. As a result, the only contribution comes from this term,
which integrates to ln(z). The change in ln(z) around a closed curve, where the angle moves through
2π, is 2πi, so this contributes 2πia−1.

The coefficient a−1 is called a residue. So the integral of ƒ on a closed curve equals 2πi times the
sum of the residues enclosed by the curve (adding the contribution from each pole separately).





T
The Mandelbrot set

he Mandelbrot set is a set of complex numbers which arises in the study of dynamical systems. It
is the set of complex numbers C for which the origin z0 = 0 does not tend to infinity under the iterated
scheme zn+1 = C + zn2. Since z1 = C if z0 = 0, another way of stating this is that iterates of the
complex number C itself remain bounded. Although it is defined by the behavior of 0 or C, a complex
number being in the Mandelbrot set also gives information about its Julia set (see page 298).

Images of the Mandelbrot set are created numerically by choosing many values of C and seeing
whether they grow sufficiently large under iteration to indicate that they will eventually tend to
infinity, with clever tricks such as backward iteration to help fill in the detail. Those that do not are
colored black, producing the iconic and startlingly beautiful image opposite. The boundary of the
Mandelbrot set is fractal—it has infinitely intricate, self-similar detail (see page 338).



C
Introducing combinatorics

ombinatorics is a branch of mathematics dealing with counting. Like a poker player mentally
considering the possibility of other players holding certain hands of cards, combinatorics is
concerned with finding the number of objects, or possibilities of some event, without having to list all
the different outcomes.

Combinatorics lies at the heart of many issues in probability, optimization, and number theory. It is
something of an art, and great exponents include Leonhard Euler, Carl Gauss, and, more recently, the
famously eccentric peripatetic Hungarian mathematician Paul Erdös.

In the past, combinatorics has been described as a discipline without a theory, reflecting a lack of
unifying techniques and methods. This is beginning to change, and recent advances and successes in
combinatorics suggest that it is maturing as a subject in its own right.



T
The pigeonhole principle

he pigeonhole principle is a simple idea with many applications. Imagine you own 101 pigeons.
If you have only 100 pigeonhole boxes in which to keep them, it is obvious that at least one of your
100 pigeonholes will need to contain two or more pigeons. In more general terms, we can say that if
you have n boxes and m objects with m > n, then at least one box will contain more than one object.

The principle can be applied to a wide range of situations. For instance, it can be used to prove
that any city with more than a million non-bald inhabitants has at least two residents with exactly the
same number of hairs on their heads. The proof relies on the fact that people have about 150,000
hairs, so just to be on the safe side we’ll assume that the maximum number is 900,000. We therefore
have a million non-bald inhabitants, the m objects, and 900,000 possible numbers of hairs, the n
boxes. Since m > n, the pigeonhole principle tells us there must be at least two city-dwellers with the
same number of hairs.





T
The Green-Tao theorem

he Green-Tao theorem uses methods from combinatorics to study patterns in the occurrence of
prime numbers. The theorem states that arbitrarily long arithmetic progressions (see page 316) can be
found using the sequence of prime numbers, though not necessarily as consecutive primes.

For example, the first three primes, 3, 5, and 7, form a sequence linked by adding the number 2 to
each number. The primes 199, 409, 619, 829, 1039, 1249, 1459, 1669, 1879, and 2089 are also
linked, by addition of 210. However, 2089 + 210 = 2299, which is not a prime number. So this
progression breaks down after ten terms.

Such short sequences within the list of prime numbers have been recognized for years, but the
theorem resisted all attempts to prove it using dynamical systems and number theory. In 2004 Ben
Green and Terence Tao successfully proved the conjecture using essentially combinatorial techniques.



T
The bridges of Königsberg

he seven bridges of Königsberg is a famous mathematical problem, whose resolution led to the
development of a new discipline known as graph theory. In the eighteenth century, the Prussian town
of Königsberg, now Kaliningrad, Russia, had seven bridges connecting four pieces of land across the
River Pregel. The problem asked whether it was possible to tour the town crossing each bridge once
and only once. Trial and error showed this was clearly very difficult, but in 1735 Leonhard Euler
mathematically established that it was impossible.

By imagining each area of land as an abstract point or vertex connected by lines or edges
representing the bridges, we can change the geometry of the map into a graph, removing geographical
distractions. On a walk through the city, each vertex is entered and exited along an edge. To cross
each bridge only once, each vertex must connect to an even number of edges. Since the vertices in fact
all have odd numbers of edges, there is no path that meets our initial requirement.





G
Introducing graph theory

raph theory is the study of connections. Unlike graphs of functions, graphs in this context consist
of abstract points or vertices joined by lines or edges. A sequence of vertices connected by edges is
known as a path.

Graphs provide a useful way to analyze complex combinatoric problems. Often, solutions involve
counting the number of paths of a given length within a graph, or understanding the subgraphs
contained within a graph.

Many early applications of graph theory developed from the study of electric circuits, with
weightings on edges reflecting the flow of current. Weighted graphs of flow through pipes or supply
chains are also used to establish maximum flows through networks, helping to model physical or
logistical processes. More recently, the internet has been viewed as a graph, and many modern
models of interaction between chemicals and genes in cells are also based on graph theory.





T
The four-color theorem

he four-color theorem is a classic mathematical case study. It states that the minimum number of
colors that can be used to complete any map, so that no two regions or countries sharing a common
border appear the same, is four.

Rephrasing the result in terms of graph theory, we can represent each region with a vertex, and
connect two vertices that share a border with an edge. The problem then is to associate each vertex
with a color, so that no two adjacent vertices are the same.

As a problem requiring the analysis of many different configurations, the theorem lends itself to
computer verification. In the late 1980s Kenneth Appel and Wolfgang Haken established its
correctness using a computer program to check every one of 2000 or so special cases. Since then,
more traditional methods have been successfully applied, and a formal analytical proof was
completed in 2005.





A
Random graphs

random graph is one in which the edges between vertices are selected by a random process. To
generate a random graph, consider N vertices, and for each pair of vertices choose to create an edge,
with probability p, or have no edge, with probability 1 − p. It turns out that as N tends to infinity the
properties of such graphs become independent of p and so the limiting graph is called the random
graph.

In particular, in the random graph there will always be a path connecting any two vertices—the
graph is said to be connected. Also, given any two finite sets of vertices there exists a vertex that is
connected to all the vertices in one of the sets and none of the vertices in the other. The way that a
random graph typically evolves as N increases is interesting. While N is small, the graph contains
many small components and no cycles (nontrivial paths from a vertex back to itself). There is a cutoff

for the connectivity property: if p is a bit less than  then typically there are still isolated
vertices.





M
Introducing metric spaces

etric spaces use an abstraction of the concept of distance between objects. They are sets (see
page 48) in which a distance, or metric, between elements is defined. The most familiar example is
the Euclidean metric of three-dimensional space, in which the distance between any two points x and
y is given by the length of the straight line connecting them.

More generally, a metric d and a set X are said to form a metric space if d is a real function of
pairs of points in the set d(x, y), that satisfies three conditions:

1. The distance between two points is non-negative, and zero if and only if the points are the
same.
2 The distance between x and y is the same as the distance between y and x.
3. For any point z, the distance from x to y is less than or equal to the distance between x and z
plus the distance between z and y.





A
Geodesics

geodesic is the shortest route between two points on a curved surface. On a flat surface, we
know intuitively that this is a straight line. When a surface is curved, however, the shortest route may
be represented by a more general curve, which minimizes a distance defined on the surface by a
metric (see page 326). The most familiar non-Euclidean geodesics are great circles, such as the
equator and the flight paths of long-haul aircraft.

In many cases geodesics can be determined using integration, as the minimum of a differential
function describing the paths between two objects. This is how geodesics are described in Einstein’s
theory of general relativity, where they represent the paths of bodies through curved space-time. The
fact that the shortest distances through space are actually geodesic curves can explain irregularities in
the orbits of planets around the Sun, and the deflection of both light and massive objects close to
black holes.





F
Fixed point theorems

ixed point theorems provide conditions under which a function ƒ(x) has at least one fixed point—
a point such that ƒ(x) = x. Brouwer’s fixed point theorem proves that, for any suitable deformation of
a geometric object, the position of at least one point remains unchanged. Take two pieces of paper,
scrunch one up and place it beneath the original, so that no part extends beyond. The theorem says that
at least one point in the scrunched-up paper is directly below its original position.

Clearly, this only applies if we do not rip the paper in half, which, in mathematical terms, means
the function ƒ must be continuous. Similarly, the scrunched-up paper must remain inside the limits of
the untouched copy, meaning that ƒ acts on, and results in, a closed set of values. In general terms,
then, if ƒ is continuous and maps a closed set into itself, then it must have a fixed point. Similar
theorems are used extensively in microeconomics, and can also be used to prove the existence and
uniqueness of solutions to differential equations.





A
Manifolds

manifold is a specific type of topological space. At a local scale, manifolds look like everyday
Euclidean space, and are said to be locally homeomorphic to Euclidean space.

The local connection with Euclidean space provides us with a chart: coordinates with which
objects in the manifold can be described. However, since this is only relevant locally, there need to
be conditions to ensure that overlapping local charts are consistent with one another.

The classification of manifolds depends on the dimension of the corresponding Euclidean space
(see page 108). If the manifold has five or more dimensions, then the classification is relatively
straightforward, relying on a process of surgery whereby new structures such as holes are added to a
well-understood manifold. Two- and three-dimensional manifolds have more complicated
description, and four dimensions are even stranger.



M
Measure theory

easure theory provides a way of describing the size of sets in ways that generalize ideas such
as length, area, or volume. When you measure a set you assign a number, or weighting, to it which is
an indication of its size.

Consistently defining measure via sets is hard to do, and definitions rely on the idea of a σ-algebra.
This provides a way of ensuring consistency of measures, so for example the measure of a subset of a
set is less than or equal to the measure of the set itself.

In many applications, statements may be true except for an exceptional set of special cases.
Measure theory provides a way of quantifying the size of these exceptions. A set of measure zero is
small even though it may contain uncountably many points. So if something is true except on a set of
measure zero, it is said to be true for almost all points. For example, almost all numbers have
nonterminating decimal expansions.





O
Open sets and topological spaces

pen sets are sets in which every point sufficiently close to any point in the set is also in the set.
For instance, in a metric space the set of points whose distance from a given point x is strictly less
than some positive number r is open and is called the open ball of radius r. Open sets are useful
because they provide us with a conception of nearness of points which can be generalized to more
abstract topological spaces by sidestepping the need to define a concept of distance.

Topological spaces are mathematical sets that are defined via a collection of subsets T, which are
called the open sets of the space—thus the open sets are defined at the outset, not inferred from a
notion of distance. The collection T of open sets must satisfy a number of specific rules:

• T must contain both the set itself and the empty set;
• the intersection or overlap between any two subsets in T is also in T;
• the union or combination of any collection of subsets in T is in T.

It turns out that the continuity of functions (see page 198), previously defined in terms of limits, has
an equivalent definition in terms of open sets: a function ƒ is continuous if the preimage of every open
set is also open. The preimage of a set U is the set of points x whose image, ƒ(x), is in U.

Another important idea in metric spaces is compactness, which is an extension of the idea of a
closed set. A cover of a space is a collection of open sets whose union comprises the entire space,
and the space is compact if every cover has a finite subcover. That is to say, there is a finite set of
open sets in the cover that also cover the original set.

This helps to define convergence. In a compact space, every bounded sequence of elements in the
space has a convergent subsequence, and every compact metric space is complete: every Cauchy
sequence (see page 88) converges to a point within the space.



F
Fractals

ractals are sets which have structure on arbitrarily fine scales. Examples include the middle third
Cantor set (see page 66) and the boundary of the Mandelbrot set (see page 310). The complicated
shapes and surfaces of fractals are not necessarily picked up by Euclidean geometry. The middle third
Cantor set is zero-dimensional as a collection of points, but it is uncountable, so has the cardinality of
a line interval.

Fractals are natural objects to study from a point of view of measure theory. In particular, measure
theory can be used to define an alternative “dimension” in terms of which the middle third Cantor set
has a dimension between zero and one.

The infinite intricacy of fractals is revealed if we try to cover the set with open balls of diameter r,
and then let r tend to zero. If the number of balls required is N(r), then as r gets smaller, then the
number of balls gets bigger and for a fractal it gets much bigger as they need to cover the extra fine
detail.





T
Fractal sundials

he fractal sundial is a remarkable thought experiment proposed by mathematician Kenneth
Falconer in 1900. Falconer proved that it is theoretically possible to construct a three-dimensional
fractal sculpture that would cast changing shadows in the shape of digits, telling the time in the style
of a digital clock.

Falconer’s starting point is a given sequence of thickened letters or numbers drawn in a plane, and
a corresponding sequence of angles. He shows that, for every sequence of this sort, there is a fractal
set such that when the angle to the sun corresponds to an angle from the given sequence, the shadow
cast by the fractal onto the plane is close to the projected letters or numbers associated with that
angle.

Falconer’s proof is not constructive: it proves that such a sundial is possible, but does not provide
a way to determine the shape of the fractal itself, and hence build a practical sundial.





T
The Banach-Tarski paradox

he Banach-Tarski paradox states that a three-dimensional solid ball can be chopped up into a
finite number of pieces that may then be rearranged to make two balls identical to the first.
Alternatively, a small solid ball may be cut apart and reassembled into one with twice the radius. In
both cases, the cut pieces are not stretched or otherwise distorted.

This clearly sounds like nonsense: cutting and moving the pieces cannot change their volume, so the
volume at the beginning must equal the volume at the end. However, this is only true if the notion of
volume makes sense for the pieces used in the construction. For a physical ball this is clearly the
case, but for a mathematical ball, there can be other options.

The result relies on the existence of non-measurable sets, collections of points that do not have a
traditional volume, and requires uncountably many choices in order to specify the way in which the
ball is divided up.





T
Introducing topology

opology is the branch of mathematics that describes shapes and identifies when they are
equivalent. The field involves considering the important properties of shapes and how they can be
recognized. In topology, a doughnut and a coffee mug can be classified as “the same,” because each
contains a single surface and a single hole.

Some simple examples of topological objects are the shapes that can be constructed from a sheet of
paper by gluing its sides together. Glue two opposite sides together and you obtain a tube or cylinder;
gluing the remaining two sides together creates a donut or torus. But two other objects, the Möbius
strip (see page 346) and the Klein bottle (see page 348) can be created—in theory—by adding
appropriate twists.

Topological ideas are used in computerized recognition programs and computer graphics. They can
also be applied to problems such as the placement of cell phone towers.



T
The Möbius strip

he Möbius strip is a surface with only one side and one edge. It is formed by taking a strip of
paper, giving it a twist so that one side is reversed, and sticking the two ends together to form a loop.

This strip is an example of a nonorientable surface. Orientability gives a sense of whether a
surface has an inside and an outside. Take a normal vector at some point, one perpendicular to the
surface, and transport it continuously around the surface everywhere along a path. On a non-
orientable surface such as the Möbius strip, there are paths such that when the vector comes back to
the original point, it is oriented in the opposite direction to the way that it started out. Inside and
outside have become confused!

Gluing two Möbius strips together along their edges gives a related object, the Klein bottle. It is
not possible to do this in three-dimensional Euclidean space without tearing the paper.



T
The Klein bottle

he Klein bottle is a non-orientable surface that has only one side and no edges. It is formed—
mathematically—by taking a piece of paper, gluing two opposite edges together to form a cylinder,
and then gluing the two remaining edges together in the opposite direction to the one that creates a
torus, or doughnut.

To do this in three dimensions the surface of the Klein bottle would have to pass though itself to
align the edges, but in four dimensions it can exist without self-intersections.

Unlike the Möbius strip, the Klein bottle is a closed surface—it is compact (see page 337) and has
no boundary. Mathematicians can classify closed surfaces by counting the number of holes within the
surface and determining whether it is orientable or not.



T
Euler characteristic

he Euler characteristic is a number that can be associated with a surface and which remains
unchanged when the shape is bent or deformed. It provides a way to determine features such as the
number of holes in a surface.

A polyhedron is a particularly simple closed surface consisting of a number of flat faces bounded
by straight edges, which meet at vertices. Leonhard Euler noted that, for any suitably defined
polyhedron, with a number of faces F, a number of edges E, and a number of vertices V, V − E + F =
2. More general surfaces can be divided into curved faces and edges, meeting at vertices in a similar
way. In the torus shown opposite, V = 1, E = 2, and F = 1, resulting in V − E + F = 0.

The number V − E + F is known as the Euler characteristic of a surface. For an orientable closed
surface the number of holes g, known as the genus of the surface, is related to the Euler characteristic
through the equation V − E + F = 2 − 2g.





T
Homotopy

wo surfaces or objects are said to be homotopic if one can be deformed into the other without
cutting or tearing it. For instance, a coffee cup and a torus, both of which have one surface and one
hole, are homotopic because each can be continuously transformed into the other.

Formally, a homotopy between two continuous functions ƒ and g is a continuous family of
transformations from one function to the other, and the spaces X and Y are said to be homotopy
equivalent if there are continuous maps ƒ and g, such that applying g then ƒ is homotopic to the
identity in Y and applying ƒ then g is homotopic to the identity in X. In some sense then ƒ and g can be
seen as inverses of each other, smoothly connecting the two spaces X and Y.

Some cases, such as the horned sphere discovered in 1924 by J. W. Alexander and shown opposite,
are quite surprising—this object is homotopic to the standard two-dimensional sphere!



A
The fundamental group

s its name suggests, the fundamental group of a topological space is a mathematical group (see
page 268) associated with a topological object that characterizes the holes and boundaries of the
object. It is invariant under homotopy and is based on the way that loops on the surface can be
deformed.

Loops are paths within the space that start and end at the same point. Two loops are equivalent if
one can be deformed into the other, and so the fundamental group encodes information about the shape
of the space. It is the first and simplest of a series of homotopy groups applying to multidimensional
spaces.

The simplest way to define a fundamental group is to fix some point x in the space X and consider
all loops based at that point. Given two loops, each defining a broader class of loops in the space, we
can form new classes by following one loop and then the other. In this way we create an operation on
classes of loops which forms a group: the loops and this operation together form the fundamental
group of the space. The fundamental group remains unchanged even if the space itself is deformed.

To give an example, consider a simple torus or doughnut ring as our space, and select a single point
on the surface. From here, we can construct a loop around the perimeter of the torus enclosing the
hole and a loop through the hole. These two loops are not equivalent—we cannot deform one into the
other—and form templates for two classes of loop that can be manipulated to form further loops.
There is a third class of loop, those that can be smoothly shrunk back to the original point, and these
do not count toward the fundamental group.

The fundamental group can be used to count one-dimensional loops in the topological space, while
higher-dimensional homotopy groups can be defined using spheres. In principle these provide
information about the global structure of the space, but unfortunately they are very hard to calculate.
Simple unchanging properties that encode information in different ways are necessary for higher
dimensions (see page 254).



B
Betti numbers

etti numbers are a set of numbers that describe features of a topological shape or surface, and
which can be calculated using homology. Like the Euler characteristic, Betti numbers help us classify
structures in terms of simple properties, such as the number of connected components, the number of
holes, and the number of bubbles.

Consider a piece of Swiss cheese. Important topological information would include the facts that:

• it is a single piece of cheese, and hence is one connected component;
• it has n holes running through it, known as the number of topologically different

noncontractible loops;
• there are m “hidden” holes or bubbles inside it, the number of noncontractible three-

dimensional spheres.

These pieces of information, or their higher-dimensional equivalents, are the first three Betti
numbers of the object.
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Thurston’s geometrization theorem

hurston’s geometrization theorem allows the classification of closed three-dimensional surfaces.
In 1982, Bill Thurston listed eight known classes of three-dimensional manifolds (3-manifolds), each
of which can be linked to a different definition of distance on the surface. Thurston conjectured that
every other three-dimensional surface could be obtained by “sewing together” examples of these eight
basic types.

Each of Thurston’s eight classes is linked to a Lie group (see page 278). The simplest is linked to
Euclidean geometry and contains ten finite closed manifolds, while others include spherical and
hyperbolic geometries, which have not been fully classified. The way they can fit together is reflected
in the structure of the fundamental group of the 3-manifold.

In 2003, Grigori Perelman proved the conjecture using an advanced technique called a Ricci flow
to determine whether various geometries were equivalent.
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The Poincaré conjecture

he Poincaré conjecture is one of the Clay Institute Millennium Problems (see page 404) and was
the first to be resolved—by Grigori Perelman in 2003. In simple terms, it suggests that all three-
dimensional closed manifolds with no holes are topologically equivalent to a three-dimensional
sphere.

A space has no holes (known as being simply connected) if every loop can be contracted to a point,
so the fundamental group is trivial. In two dimensions, the only surface with this property is the
surface of a topological sphere. In 1904 Henri Poincaré conjectured that this is also true in three
dimensions. The issue was whether there might be some outrageous and surprising three-dimensional
manifold that was simply connected, but not a sphere. Perelman proved that Thurston’s geometrization
theorem (see page 358) rules out this possibility, though to date he has refused to collect the million-
dollar reward associated with this result.

The analogue of the Poincaré conjecture for higher dimensions was actually resolved earlier. The
five-dimension problem was tackled in the 1960s by Stephen Smale, with a later improvement by
Max Newman. The four-dimension situation was addressed by Michael Freedman in 1982.



H
Homology

omology is a way of measuring holes in topological spaces. It involves looking at those sets
within the space that have no boundary, but are not the boundary of something else, thereby identifying
the holes.

The homology groups of a space can be computed by triangulating the set: converting it into
vertices, edges, triangular faces, tetrahedral volumes, and so on up to higher dimensions. These can
be organized to form a group structure using boundary operators that decompose faces into edges and
so on, and a defined direction. Another approach, called cohomology, builds the higher-dimensional
parts from the lower-dimensional. Depending on the problem, either approach may prove easier or
offer clearer results.

Homology groups are much easier to deal with than homotopy groups. However, since there are
some subtle holes that homology does not count, homotopy may still be required.
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Vector bundles

ector bundles provide a way of considering topological structures defined over a surface, rather
than within it. Defining the vector bundle over a surface involves associating a vector space (see
page 266) with each point on the surface. By choosing a particular element in the vector space, known
as a fiber, and associating it with the point on the surface, a vector field is created, which can be
represented by an arrow vector at each point.

Bundles provide a rich set of ways to describe manifolds. The Euler characteristic (see page 350)
arises naturally in this context as a self-intersection number telling us about zeros of vector fields on
the surface: if it is nonzero, then any continuous vector field on the manifold must have a zero
somewhere. This is sometimes called the hairy ball theorem: the hairs correspond to a vector field
on the manifold, and the existence of a zero corresponds to the fact that any way of combing the hair
produces at least one crown.
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K-theory

-theory was developed in the 1950s and provides a way of separating the vector bundles over a
manifold into different classes—rings and groups (see pages 280 and 268). This classification leads
in turn to yet another way of counting holes in a topological surface.

K-theory has parallels with cohomology, a more refined version of homology (see page 362). It has
proved a very useful tool with applications in differential equations, and also provides the theoretical
basis for the development of the field of noncommutative geometry—the geometry of spaces whose
algebraic descriptions are noncommutative; in other words, where xy does not necessarily equal yx.
In theoretical physics, K-theory plays an important role in some of the string theories that attempt to
describe the fundamental particles of the universe as vibrating multidimensional strings.



A
Knot theory

knot is a closed curve embedded in three-dimensional space. Two or more such curves are
known as links. Knot theory aims to describe and classify knots, considering how they should be
represented, and what rules can distinguish between them.

In this context, knots are considered to be equivalent if their curves can be continuously deformed
from one to another without cutting or tearing. Nevertheless, the challenge of comparing knots still has
no easy solution. There are a number of knot invariants, properties that are the same for all knots of a
certain type, and are unaltered by transformations, but in all known cases there are different knots that
can have the same knot invariant, so they are not diagnostic.

Knot theory is useful in biology for describing configurations of DNA and related long proteins. It
is also used in low-dimensional dynamical systems to determine how the periodic orbits of some
differential equations can interact.
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Logic and theorems

“nce you have eliminated the impossible, then whatever remains, however improbable, is the
answer,” argued Sherlock Holmes. Holmes’s method is that of the mathematician, and we use words
like rigor and precision to describe the state of mind that makes deductions possible—the ability to
see that all possibilities have been covered, and that there is no ambiguity and no untreated special
case.

Logical connectives, such as implies or there exists or for all, are used in this book without much
elaboration, but it is worth recognizing that logic is an area of mathematics in its own right.

Mathematical arguments use rules of logic, which determine how statements about properties of
mathematical objects can be manipulated so that, if some elementary statements are true, then
statements constructed from them are also true. But it is not just manipulation that provides meaning:
the properties and objects, being abstract, require formal definition. Being precise about our
deductions only makes sense if objects and their properties are accurately described.

Ideally, mathematics starts with a set of objects—primitives—and axioms—properties of these
primitives. More complicated statements are then built from these using logic. Examples of such
axiomatic systems include classical geometry (see page 108) and set theory (see page 48).

From definitions and intuition we create conjectures. These are statements that we would like to
prove or disprove. A proven conjecture is called a theorem, and should be correct, accurate, and
precise. Theorems purport to tell us something new about the objects we are considering—something
that follows logically from the definitions we started with. The Hungarian mathematician Paul Erdõs
is said to have described a mathematician as a device for turning coffee into theorems.

The surprising thing about mathematics is that it appears possible to produce results that are
extraordinarily nontrivial, even if they are tautological in the strict definition of that word. Although
they follow logically from supposed truths, they do not become obvious without a great deal of effort.
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Introducing proof

proof is an argument that demonstrates a result, not just beyond reasonable doubt, but beyond all
doubt. That is at least the principle. However, in practice there is neither space nor time to reduce
every argument to its complete sequence of logical steps. Details may therefore be omitted as obvious
or trivial, which can lead to mistakes that render the proof invalid.

It is hard to pin down precisely what constitutes a proof. For some it is a sociological construct—
something that mathematicians agree performs the role of creating certainty. For others, it is a recipe
that could be checked by a machine, or a Martian, that understands logical syntax.

There are several distinct strategies for formulating proofs, and different approaches can more or
less be successful for any given problem. One of the arts of mathematics is finding the easiest or the
most elegant path to a result.



T
Direct proof

he simplest type of proof is the direct proof—one that follows a sequence of logical statements
from a set of assumptions to a desired conclusion.

However, since it is almost impossible—and intolerably boring!—to write out every elementary
step of a proof from the initial axioms of the field in complete detail, even a direct proof generally
involves shortcuts.

The standard arguments in direct proof are sets of simple rules of inference, such as the technique
known as modus ponens. Suppose we wish to prove a statement Q. If we can establish that if P is
true then Q is true, that is, P implies Q, for some other statement P that we can already prove to be
true, then this two-step proof is the same as proving Q to be true directly.

To take a simple example, suppose we wish to show that the square of every positive even number
is divisible by four. Now, if a number is even and positive then it can be written as 2n, for some
positive natural number n. Its square is 4n2, which is divisible by four.

Here, statement P is a positive even number can be written as 2 times a positive natural number,
and statement Q is the square of a positive even number is divisible by four.

This may seem trivial—it is little more than a rearrangement of the definitions of the numbers
involved—but direct proof is the foundation of many proofs in mathematics.

Of course, not all methods of proof are so simple to follow, and some—proof by diagram,
probabilistic proofs, and mathematical induction (see page 382), for example—provoke challenging
philosophical debates.



P
Proof by contradiction

roof by contradiction is the mathematical version of the logical argument known as reductio ad
absurdum, or reduction to absurdity, in which the denial of a statement leads to an absurd or
nonsensical outcome. In mathematics, the absurd statement is a contradiction of something known to
be true.

The argument uses the following line of reasoning:

• To show that Q must be true, suppose that it is not true, suppose that the negation of Q is true.
• Use other methods of proof to demonstrate that a consequence of this assumption is a

statement that is known to be false. For example, “prove” that 0 = 1.
• This shows that the initial working assumption must have been false, and that Q is therefore

true.

The proof that there are infinitely many prime numbers (see page 388) is an example of this
approach.
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Existence proofs

xistence proofs establish that there really are objects with the properties being defined. Since
mathematical objects are often abstractions, existence proofs can prevent you from expending a lot of
energy investigating the properties of objects that simply don’t exist, even in the abstract sense.

There are two basic classes of existence proofs. As the name suggests, a proof by construction
produces a concrete example of the object or property, in as much as any abstract theoretical object
can be called concrete. The alternative is a nonconstructive proof—a demonstration that it is
logically necessary for such an object to exist without giving a clue about examples.

Constructive proofs are fairly obvious. For example, we could ask whether there are even numbers
that are divisible by 16? The answer is yes, and the short proof is simply: 16. The longer proof is that
16 is clearly divisibly by 16 and by 2 and hence it is an even number divisible by 16. Of course,
many other numbers could have been used in the proof, for instance any positive integer multiple of
16. But, for the existence proof, we only need to demonstrate one exemplar.

Nonconstructive proofs can be quite subtle. For example, it is possible for us to show that an
equation such as 9x5 + 28x3 + 10x + 17 = 0 has a solution, without actually being able to say what the
solution is.

Evaluating the right-hand side of the equation above with the value of x set as 0, x = 0, gives 17,
while if x = −1 the result is −30. From these results we can use the intermediate value theorem (see
page 202) to show that, for any value y between −30 and 17, there exists a value of x between −1 and
0 which will produce a result y from the equation. Since 0, the result we have been given on the right-
hand side of the equation, lies within this range, a solution to the equation exists—a little more work
shows that it is also unique—the only possible solution using real numbers.



T
Contrapositives and counterexamples

he negation of a statement P, sometimes called not P, is the statement which is true if P is false
and false if P is true. An important rule of logic is that the statement P implies Q is logically
equivalent to not Q implies not P. Sometimes it is easier to prove a link between negations than
between initial statements, and this is said to be a proof by contrapositive.

The use of the contrapositive can only be successful if the statement to be proved is true. But in
mathematical research, where initial statements might be conjectures, there is always the chance that a
statement is not true, and there is no proof.

If this seems likely, then there are two strategies that can be taken. One is to try to logically prove
the negation of Q instead of Q; the other is to find a counterexample—a single instance that
contradicts the statement Q. For example, if Q is the statement all even numbers are divisible by 4,
then 6 is a simple counterexample which disproves the statement.
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Mathematical induction

ome mathematical results involve statements that depend on a natural number, so the statement to
be proved is something like, for each n = 1, 2, 3, . . . , P(n) is true. Induction provides a way of
dealing with this infinite set of statements using one theoretical idea.

Rather than establish the result for each value of n separately, mathematical induction uses the
following sequence of steps:

1. Show that the result is true if n = 1, i.e., prove P(1).
2. Assume that the result is true for n = k, with k ≥ 1.
3. Prove that if P(k) is true then P(k + 1) is true.
4. This establishes P(n) for all n.

Step 4 follows from the first three by what is called a bootstrap argument. P(1) is true by step 1.
Since P(1) is true, then P(2) is true by step 3. Since P(2) is true, step 3 now proves that P(3) is also
true, and so on. However, philosophical problems with concepts of infinity lead some to reject
inductive arguments.
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Exhaustion and elimination

roof by exhaustion breaks a problem down into subcases, and treats each separately. A historical
example of such a proof is the four-color theorem (see page 322), which was originally broken down
into so many subcases that only a computer could consider them all, raising the question of whether an
exhaustive computer program really constitutes a proof.

At first glance, Sherlock Holmes’s process of elimination (see page 370) seems like exhaustion,
but elimination actually avoids considering all the possibilities—it is in fact a contrapositive method
(see page 380). Using exhaustive analysis of the other suspects, we prove they are all innocent, so we
can say: if the murderer is not Mr. Ramsbottom, then none of the suspects is guilty. The
contrapositive is: if one of the suspects is guilty, then the murderer is Mr. Ramsbottom. The initial
assumption, that we have a complete list of suspects, is often ignored, but it explains why isolated
country houses feature in many detective stories.
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Introducing number theory

umber theory is the study of the properties of numbers, and often—as here—concentrates on
natural numbers. Though this may seem less interesting or less important than working with real or
complex numbers, the natural numbers are an intrinsic part of the way we think about the world. The
sheer intellectual achievement of understanding natural numbers and their properties cannot be
underestimated, and number theory involves some of the deepest questions in mathematics.

Because the natural numbers are created from the building blocks of prime numbers (see page 30),
many problems in number theory concern the primes. Prime numbers are also central to the most
important modern application of number theory, cryptography. The secrecy of e-mail correspondence
and bank transactions is maintained using keys based on prime factorization problems from number
theory. Manipulating large primes produces codes that are easy to use but hard to crack.
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Euclid’s proof of the infinite primes

he proof that there are infinitely many prime numbers is contained in Euclid’s Elements, written
over 2000 years ago. The most straightforward approach to proving the theorem uses proof by
contradiction, in which denial of a statement leads to an absurd or contradictory outcome. We start,
therefore, by supposing that there are precisely N primes, which can be listed p1, . . . , pN, where N is
a finite number. Now consider the number x which is the product of the N primes plus 1, that is, x =
(p1 × p2 . . . × pN) + 1.

Dividing x by any of p1 . . . , pN will leave remainder 1, so x is not divisible by any of our finite
list of primes. But since all non-prime numbers can be expressed as a product of primes (see page
30) this implies that the only divisors of x are 1 and x itself. Therefore, x must be prime. But in that
case, our list of N primes was not complete. This contradicts our initial supposition, and shows that
there are, in fact, infinitely many primes.
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Twin primes

win primes are pairs of prime numbers that are consecutive odd numbers: that is, they are
separated by two. Consider just the first few primes, for example: 2, 3, 5, 7, 11, 13, 17, 19, 23, 29,
31, 37, 41, 43, 47, 53 . . . Here 11 and 13, 17, and 19, 29, and 31, and 41 and 43 are twin prime
pairs, while 3, 5, and 7 form a prime triplet!

Numerically it has been established that there are some 808,675,888,577,436 twin prime pairs
below the value of 1018, and most mathematicians believe the twin prime conjecture that there are
infinitely many twin prime pairs, although this is so far unproven.

Other pairs of primes can be constructed by analogy with the twin primes—cousin primes are
those separated by four, while sexy primes are those separated by six. Polignac’s conjecture
proposes that, for any even natural number k, it is possible to find an infinite number of prime pairs
separated by k.
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Prime number theorem

he prime number theorem describes the way in which prime numbers are distributed. It states that

the number of primes less than any real number x is approximately equal to .
Using tables of known primes, Carl Gauss was able to guess that the density of the primes is

approximately . This means the probability of finding a prime in some small range of width d

around x is roughly . If this is true, then the total number of primes less than x is roughly the

integral of the density , which is roughly of the order of .

The graph opposite shows that the lower line of  is a reasonable approximation to the upper
curve of the actual number of primes less than x. But it turns out that an exact result is possible using
an expression called the Riemann zeta function.
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Riemann zeta function

he Riemann zeta function is intimately related to the distribution of prime numbers. It is an
infinite series equal to the sum of 1 over each of the positive integers raised to a power s. This can
also be expressed as a product over the primes, using a formula known to Leonhard Euler:

where  indicates the multiplication of the different factors.

Using the technique of analytic continuation (see page 302), zeta, , can be extended to an
analytic function in which s is a complex number, s ≠ 1. With further effort, the equation shown
opposite can be established. This is striking since it is an exact relationship between the sum of the
natural logarithms of primes less than x, x itself, and xz, where the zeta function of z is zero. Hence, a
knowledge of when the zeta function results in zero provides a complete description of the primes
less than x.
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Riemann hypothesis

he Riemann hypothesis is a conjecture involving the circumstances under which the Riemann zeta
function equals zero. German mathematician Bernhard Riemann initially established that there are
trivial zeros for the negative even integers −2, −4, −6, and so on, which do not contribute much to the
overall series. He then proposed the hypothesis that the remaining zero values all include a real part

equal to . This means they should lie on a line expressed as  + ix, where x is a real number and i

is . The graph opposite shows that the first nontrivial zeros arise for x-values of −14.135 and
+14.135.

The Riemann hypothesis is one of the Clay Mathematics Institute Millennium Problems (see page
404), and also appears on David Hilbert’s list of the 23 major unsolved problems in mathematics

(page 68). Though the first 10 trillion zeros have been proved to appear along the  + ix line, the
general conjecture has yet to be proven.
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Pythagorean triples

hree whole numbers a, b, and c form a Pythagorean triple if they satisfy the equation a2 + b2 = c2.
So (3, 4, 5) is a Pythagorean triple, since 32 + 42 = 9 + 16 = 25, or 52.

It is obvious that there are infinitely many Pythagorean triples, since multiplying each component of
a triple by the same factor results in a new triple. If we restrict ourselves to those triples in which the
three numbers have no common divisor or factor, we can show that these are also infinite in number.

These so-called primitive Pythagorean triples can also be constructed in an elegant way. Choose
positive whole numbers x and y with x > y, and set a = x2 − y2 and b = 2xy. Then 

. The triple (x2 − y2, 2xy,
x2 + y2) is therefore a Pythagorean triple, and is primitive if x and y have no common factors. With a
bit more work it can be shown that every primitive Pythagorean triple can be written in this form.
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Fermat’s last theorem

ermat’s last theorem states that no three positive integers a, b, and c can satisfy the equation an +
bn = cn where n ≥ 3. This is a natural extension of the Pythagorean triples, in which n = 2. French
mathematician Pierre de Fermat jotted the theorem down as a marginal note to a mathematical
textbook in 1637. Tantalizingly, he claimed that he had a method of proving it (opposite), but if that
proof truly existed, it has never been discovered, though he did leave a proof for n = 4.

Three hundred and fifty years, and a great deal of inventive mathematics later, Andrew (now Sir
Andrew) Wiles announced a proof at the Isaac Newton Institute in Cambridge. Though there was a
problem with his original proof, it was soon plugged, and the final version was accepted in 1995.
Wiles’s approach was based on the theory of elliptic curves (see page 402), establishing that if higher
triples did exist, they would contradict another major conjecture of the time. In proving that
conjecture true, Wiles also resolved the Fermat problem.
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Rational points on a curve

ational points are numbers or values of a function that can be expressed as a ratio of two natural
numbers. The identification of rational points on elliptic curves is important to the solution of
Fermat’s last theorem (see page 400).

Dividing the Fermat relation an + bn = cn by cn gives  = 1. If solutions to this
equation exist, they should correspond to points on a curve xn + yn = 1, where x and y are rational
numbers. For the curve x2 + y2 = 1 there are infinitely many rational points, and so the expression a2 +
b2 = c2 has infinitely many solutions, the infinite Pythagorean triples. For values of n above 2,
however, things get more complicated.

This correspondence between rational points on curves and integer solutions of equations has led
to a closer study of the way continuous curves intersect rational points. For simple curves there are
either infinitely many rational points, or none. More complicated curves have finite numbers of
points.
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The Birch and Swinnerton-Dyer conjecture

he Birch and Swinnerton-Dyer conjecture is an unproven statement that is one of the Clay
Mathematics Institute Millennium Problems. In the same way that the Riemann zeta function counts up
the number of primes, the conjecture states that there should be a similar power series that counts up
the rational points of an elliptic curve.

More precisely, given an elliptic curve Bryan Birch and Peter Swinnerton-Dyer showed how to

define a power series with coefficients , whose behavior at s = 1, they conjectured, determines
whether there are infinitely many rational points or a finite number.

Although generally unproven so far, the conjecture is known to be true for several special cases. It
is central to the understanding of how far functions like this can be used to determine number theoretic
properties.





T
Langlands program

he Langlands program is a collection of conjectures linking topics in number theory and group
theory, with the potential to unify many areas of mathematics that have long been thought of as
fundamentally separated. First proposed by Canadian mathematician Robert Langlands in the 1960s,
the conjectures take the form of a dictionary of correspondences, suggesting that if some result is true
within one theory, then an analogous result is true within the other.

The final work leading to the proof of Fermat’s last theorem (see page 400) effectively resulted
from following the Langlands program. However, while there has been encouraging progress in this
and some other directions, many other strands remain open and unproven. Nevertheless, the
Langlands program is certainly one of the great unifying themes of modern mathematics.



Glossary

Associative

An operation “ ” defined on two elements of a set is associative if  for any
three elements a, b and c of the set.

Calculus
The study of functions using limits to explore rates of change (differentiation) and sums or areas
(integration).

Commutative

An operation “ ” defined on two elements of a set is commutative if  for any two
elements a and b of the set.

Complex number
A “number” of the form a + ib where a and b are real numbers and i is the square root of minus one; a
is the real part and b is the imaginary part of the complex number.

Conic sections
A family of geometric curves that can be obtained by intersecting a plane with a (right circular) cone.
Circles, ellipses, parabolas, and hyperbolas are all conic sections.

Continuity
A function is continuous if it can be drawn without lifting pencil from paper. This means that the limit
of the function, evaluated on a sequence of points tending to some point, is equal to the value of the
function at that point.

Convergence
The property of tending toward a limit.

Countable
A set that can be written as a list (possibly infinite). The elements can be paired off with a subset of
the natural numbers.

Derivative
The function obtained by differentiating a differentiable function.



Differentiation
The process of finding slopes or the rate of change of a function by considering the limits of the
change in the function divided by the change in the variable.

Distributive
Given two operations “ ” and “×” defined on pairs of elements in a set, then × is left distributive

over  if , and right distributive if  for
any three elements a, b and c of the set; × is said to be distributive over o if it is both left and right
distributive.

Ellipse
A closed curve that can be written in the form x2/a2 + y2/b2 = 1 for positive integer constants a and b.
If a = b the curve is a circle.

Exponential function
The function obtained by raising Euler’s constant e to the power of x.

Fractal
A set with structure on all scales, so that however close you look new features emerge.

Function
A rule assigning a value (in the range or image of the function) for any value (in the domain of the
function). Often denoted ƒ(x).

Group
A natural abstract algebraic structure. Given an operation “ ” defined on two elements of a set G,
then G is a group if four conditions hold: a b is in G for every a and b in G (closure);  is
associative on G; there exists e in G such that a e = a for all a in G (identity); and for all a in G
there exists b in G such that a b = e (inverse).

Hyperbola
A curve that can be written in the form x2/a2 − y2/b2 = 1 for positive integer constants a and b.

Image
The set of all values that a function or map can take when evaluated on a given domain.

Imaginary number



A nonzero complex number with zero real part, i.e., a number of the form ib with b not equal to zero.

Integer
A whole number, including the negative numbers.

Integral
The result of integrating a function.

Integration
The process of summing areas using calculus.

Kernel
The set of vectors that map to the zero element of the vector space.

Limit
The value that a sequence tends to if it converges, so that for any desired precision, after some stage
in the sequence, all subsequent terms are within that precision of the limit.

Measure
A function associated with certain subsets of a set, which can be used to determine a generalized size
of different subsets. Measures are important in (advanced) integration and probability theory.

Metric
A non-negative function on points in a space that can act as a distance. If d is a metric then d(x, y) = 0
if and only if x = y, d(x, y) = d(y, x) and d(x, z) is less than or equal to d(x, y) + d(y, z) for all x, y,
and z. Metrics can also be constructed by integration.

Natural number
A whole or counting number, so the set of natural numbers is {0, 1, 2, 3, . . .}, including zero but not
including infinity. Some people do not include zero in their definition, but we call the set {1, 2,
3, . . .} the positive integers.

Parabola
A curve that can be written in the form y = ax2 + ax + c where a, b, and c are real and a is nonzero.

Prime number
A positive integer greater than 1 whose only divisors are 1 and the number itself.



Rational number
A number that can be written as an integer divided by a nonzero integer, i.e., a/b where a and b are
integers with b not equal to zero.

Real number
A number that is either rational or the limit of a sequence of rationals. Every real number can be
written as a decimal number.

Sequence
An ordered list of numbers.

Series
A possibly infinite sum of terms.

Set
A collection of objects, called the elements of the set. A fundamental way of grouping objects in
mathematics.

Taylor series
The Taylor series of a (sufficiently nice) function about a point x0 is a power series in terms involving
(x − x0)n with n = 0, 1, 2, 3, . . . , which converges for x sufficiently close to x0.

Uncountable
An uncountable set is a set that is not countable: that is, no list (finite or infinite) could contain all the
elements of the set.

Vector
An object with direction and magnitude. A vector can be identified with a set of Cartesian
coordinates (x1, . . . , xn) in Euclidean space or as a linear combination of basis elements in more
abstract vector spaces.

Vector space
An abstract space of vectors which satisfy some rules of combination (vector addition) and scaling
(multiplication by a non-vector constant).
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symmetry group of a 278

Clay Mathematics Institute Millennium Problems 360, 396, 404

cohomology 362, 366
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distributivity 24

divergence theorem 253

divisors 32–3

double angle formulae 140

double integral 238, 240

e (Euler’s constant) 36, 42, 43, 194

estimating 94

eigenvalues/eigenvectors 264

elimination 370, 384
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equation(s) 164
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four-color theorem 322, 384

Fourier series 230

fractal sundials 340

fractals 66, 310, 338

functions 192–240

combining 214

of more than one variable 232

fundamental group 354–5

fundamental theorem of algebra 190–1

fundamental theorem of calculus 218, 240

Galois theory 284

geodesics 328

geometric progressions 100, 101, 106, 294

geometry 108–61

Gödel’s incompleteness theorems 70–1

golden ratio 23, 36, 37, 86

graphs/graph theory 206, 318, 320, 322

and equations 170

random 324

greatest common divisor (GCD) 33, 34, 35

Green-Tao theorem 98, 316

Green’s theorem 240
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groups 143, 162, 268, 280, 284, 292, 366 see also individual types of groups

hairy ball theorem 364

ham sandwich theorem 202
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Hilbert’s hotel 58

Hilbert’s problems 68, 396

homology 356, 362, 366

homotopy 352, 355
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hyperbola 154, 158, 180, 182
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indefinite integral 218

infinite sets 16, 48, 56, 60, 62, 64, 76
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integration 196, 204, 216, 218

complex 308

on a curve 236, 308

on a surface 238

and trigonometric functions 220

Intermediate value theorem 202, 379

interpolation 224

inverse functions 196

irrational numbers 21, 22, 36

iteration 96–7, 298

Julia set 298, 310

K-theory 366

Klein bottle 344, 346, 348

knot invariants 184

Langlands program 406

Laplace’s equation 300, 302

Laurent series 304, 308

Lie groups 274, 278, 358

limits 80, 82–3, 198

linear independence 254

linear transformations 256, 258, 260, 262

lines 110

logarithms 42, 44

logic 370–1

Mandelbrot set 310, 338

manifolds 332, 358, 364

mathematical induction 375, 382

matrices 184, 258–64

maxima 226

measure theory 334, 338

metric spaces 326

minima 226

Möbius strip 344, 346

Möbius transformations 292

Monster group 274, 276, 286

monstrous moonshine 286

natural logarithms 42, 196



natural numbers 10, 22

Newton-Puiseux expansion 304

nonclassical geometries 154

non-Euclidean geometry 154

null spaces 262–3

number line 20–1

number systems 18

number theory 386–406

numbers 8–46

combining 24

families of 22–3

one 12

open sets 336–7

parabolas 158, 159, 165, 178, 180, 186

partial differentiation 234

Penrose tilings 150

perfect numbers 33

periodic tilings 148

estimating 40, 88, 92, 93

pigeonhole principle 314

plane, equation of a 174, 261

Poignac’s conjecture 390

Poincaré conjecture 360–1

polygons 124, 146

polyhedra 146, 350

polynomials 38, 106, 184, 188, 190–1, 192, 264, 284

power series 106, 192, 194, 294, 296

power sets 76

powers 28, 44

prime number theorem 196, 392

primes/prime numbers 23, 30, 190, 316, 386

Euclid’s proof of the infinite 376, 388

twin 390

probability theory 74–5

product rule 214, 215

proof 372–84

Pythagoras’s theorem 130, 136, 138, 176, 244, 288

Pythagorean triples 398, 400



quadratic equations 184, 186, 190, 284

quartic equations 188, 284

quintic equations 188

quotient groups 273

quotient rule 214

radian angles 116

random graphs 324

rational numbers 21, 22, 26, 36, 38, 60

rational points on a curve 402

real numbers 18, 21, 22, 39

reflections 144

remainders 32–3

Ricci flow 358

Riemann hypothesis 30, 396

Riemann surfaces 304, 306

Riemann zeta function 302, 392, 394, 396

right-hand rule 248

rings 280–1, 282, 366

rotations 144

scalar product 246, 266

sensitivity analysis 210

sequences 78

series 80

and approximations 104

sets 48– 77, 326, 334, 371

Cantor 66, 338

combining 50

dense 62

open 336–7

power 76

uncountable 64–5, 66, 76

similarity 126

simple groups 273, 274

simultaneous equations 168, 170, 250, 261

sine 130, 132, 134, 136, 137, 138, 140, 200

singularities 304

spaces 326–42



sphere-packing problem 156

spheres 152, 154

square roots 28, 46

squares 23, 28

standard algorithm 34

Stokes’s theorem 253

straight line, equation of a 172, 206

subgroups 272, 273

symmetry 142–3, 144

symmetry groups 270

Taylor series 222, 224, 226, 302

Taylor’s theorem 222

tessellations 148

theorems 371

Thurston’s geometrization theorem 358, 361

topological spaces 278, 336–7

topology 344–68

transcendental numbers 22, 38, 40, 42

translation symmetry 144, 148

triangles 118, 120–1, 126, 290

centre of 122

congruent 128, 138

triangulation 134

trigonometric functions 42, 92, 110, 116, 132, 192, 200, 296

and integration 220

trigonometric identities 136

twin primes 390

uncountable sets 64–5, 66, 76

vector bundles 364, 366

vector field 364

vector functions 234, 240, 252

vector geometry 250

vector spaces 242, 266, 364

vectors 242–64

adding and subtracting 244, 266, 290

Venn diagrams 51, 52

Zeno’s paradox 84, 100
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